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One- and Three-Letter Symbols for the Amino Acids®

Thermodynamic Constants and Conversion Factors

Ala Alanine

Cys Cysteine

Asp Aspartic acid
Glu Glutamic acid
Phe Phenylalanine
Gly Glycine

His Histidine

Ile Isoleucine
Lys Lysine
Leu Leucine

Met Methionine
Asn Asparagine
Pro Proline

Gln Glutamine

Arg Arginine

Ser Serine
Thr Threonine
Val Valine

Trp Tryptophan
Tyr Tyrosine

N~<g<HemoRzg0A~"onoT®THgOwE»

Asx Asparagine or aspartic acid

Glx Glutamine or glutamic acid

“The one-letter symbol for an undetermined or nonstandard amino acid is X.

The Standard Genetic Code

Joule (])
1]=1kgm”s > 1J=1 C-V (coulomb volt)
1J=1 N'm (newton meter)
Calorie (cal)
1 cal heats 1 g of H,O from 14.5 to 15.5°C
1 cal=4.184]
Large calorie (Cal)
1 Cal =1 kcal 1 Cal=4184]

Avogadro’s number (N)
N=6.0221 X 10*> molecules-mol '

Coulomb (C)
1 C=6.241 X 10*® electron charges

Faraday (F)
1 & = N electron charges

1 F =96,485 C-mol~' = 96,485 J-V ™' -mol ™!

Kelvin temperature scale (K)
0 K = absolute zero 273.15 K=0°C

Boltzmann constant (kg)
kg =1.3807 X 10~ % J-K~!

Gas constant (R)
R= Nky R=1.9872 cal- K '-mol ™'
R=83145]-K "mol™!  R=0.08206 L-atm-K ™ '-mol "

First Third
Position Second Position
(5" end) Position (3 end)

U C A G
UUU Phe UCU Ser  UAU Tyr UGU Cys U
U UUC Phe UCC Ser UAC Tyr UGC Cys C
UUA Leu UCA Ser UAA Stop UGA Stop A
UUG Leu UCG Ser  UAG Stop UGG Tip G
CUU Leu CCU Pro  CAU His CGU Arg U
C CUC Leu CCC Pro CAC His CGC Arg C
CUA Leu CCA Pro CAA GIln CGA Arg A
CUG Leu CCG Pro CAG GIn CGG Arg G
AUU Ile ACU Thr  AAU Asn AGU Ser U
A AUC Ile ACC Thr  AAC Asn AGC Ser C
AUA Ile ACA Thr  AAA Lys AGA Arg A
AUG Met® ACG Thr  AAG Lys AGG Arg G
GUU Val GCU Ala  GAU Asp GGU Gly U
G GUC Val GCCAla  GAC Asp GGC Gly C
GUA Val GCA Ala GAA Glu GGA Gly A
GUG Val GCG Ala  GAG Glu GGG Gly G

“AUG forms part of the initiation signal as well as coding for internal Met residues.
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The last several years have seen enormous advances in biochemistry,
particularly in the areas of macromolecular structure and function
and in molecular biology. Against this backdrop, we asked, “Whar
do students of modern biochemistry really need to know and how can
we, as authors, help them appreciate the details without losing sight of
the big picture?” We concluded that it is more important than ever
to provide a solid biochemical foundation, rooted in chemistry, to
prepare students for the scientific challenges of the future. With that
in mind, we reexamined the contents of Fundamentals of Biochemistry,
focusing on basic principles and striving to polish the text and
improve the pedagogy throughout the book so that it is even more
accessible to students. We added additional opportunities for stu-
dents to check their understanding as they read. At the same time,
we incorporated new material in a way that links it to the existing
content, mindful that students optimally assimilate new informa-
tion in the proper context. We believe that students are best served
by a textbook that is complete, clearly written, and relevant to
human health and disease.

New for the Fourth Edition

The fourth edition of Fundamentals of Biochemistry includes signif-
icant changes and updates to the contents. In recognition of the
tremendous advances in structural biochemistry, we have added
new information about membrane transporters, signal transduction
proteins, mitochondrial respiratory complexes, and the DNA repli-
cation and protein synthesis machinery. New experimental ap-
proaches for studying complex systems are introduced, including
the DNA pyrosequencing technique, metagenomics, atomic force
microscopy, genome-wide disease association studies, DNA poly-
morphisms in genealogy, and the role of microRNAs in gene reg-
ulation. Notes on a variety of human diseases and pharmacological
effectors have been expanded to reflect recent research findings.

Artwork

In this edition, we have also focused on improving and updating
the artwork in the text. Students” ability to understand and inter-
pret biochemical diagrams, illustrations, and processes plays a sig-
nificant role in their understanding both the big picture and
details of biochemistry. We've created several unique features to
help students use the visuals in concert with the text:

e Process Diagrams. These visually distinct illustrations high-
light important biochemical processes and integrate descriptive text
into the figure, appealing to visual learners. By following informa-
tion in the form of a story, students are more likely to grasp the
key principles and less likely to simply memorize random details.

€00 00000000000000000000000000000000000000000000000000000000000080000008000008006000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000sssssssss

PROCESS DIAGRAM

EEEREEEREEERNRERRENERRRRRREEE
Trigger dsRNA

=

|||||||II
siRNA

RISC {

RISC
L LIRS

1) Dicer cleaves
~/dsRNA into siRNA.

3
IIIIIIIII IIIIIIIII

RNA-induced silencing complex
)(RISC) binds to the siRNA and
‘ separates its strands.

;\The siRNA binds to a
‘/ complementary mRNA.

Target mRNA

RISC
TTTTT T T I T T T T T T I T T T T T mRNA

L“ RISC cleaves the mRNA so that
‘/it cannot be translated.

TTTTTTTTTTTTT &t TTTTTT T T T T T T T T T ]
Cleaved mRNA

FIG. 28-37 A mechanism of RNA interference. ATP is required
for Dicer-catalyzed cleavage of RNA and for RISC-associated helicase
unwinding of double-stranded RNA. Depending on the species, the
mRNA may not be completely degraded.

* Figure Questions. To further underscore the importance of
students’ ability to interpret various images and data, we've in-
cluded questions within figure captions that encourage students to
more fully engage the material and test their understanding of the
process being illustrated.
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(the reduction
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Catalyzed

A+B =— P+Q

Reaction coordinate

FIG. 11-7 Effect of a catalyst on the transition state diagram
of a reaction. Here AAG*.,; = AG¥(uncat) — AG*(cat).

|3| Does the catalyst affect AG,caction?

* Enhancements to Overall Art Program. Many figures
have been redesigned to both enhance clarity and provide vi-
sual continuity within and between chapters, allowing stu-
dents to recognize common elements of cellular structure and
function.

(a) Micelle

Hydrocarbon
“tails”
groups

(b) Bilayer

FIG. 2-11
bilayers. In aqueous solution, the polar head
groups of amphipathic molecules are hydrated
while the nonpolar tails aggregate by exclusion
from water. (a) A micelle is a spheroidal
aggregate. (b) A bilayer is an extended planar
aggregate.

Structures of micelles and

xviii

¢ Molecular Graphics. Well over 100 figures have been replaced
with state-of-the-art molecular graphics. The new figures are more
detailed, clearer, and easier to interpret, and in many cases, reflect
recent refinements in molecular visualization technology that have
led to higher-resolution macromolecular models or have revealed
new mechanistic features.

FIG. 6-37 X-Ray structure of a zinc finger motif of the
DNA-binding protein Zif268. The polypeptide chain is drawn in
ribbon form and colored in rainbow order from its N-terminus
(blue) to its C-terminus (red). The side chains of the Cys and His
residues that tetrahedrally ligand a Zn?* ion (cyan sphere) are
drawn in stick form with C green, N blue, and S yellow. [Based
on an X-ray structure by Carl Pabo, MIT. PDBid 1ZAA]

e Media Assets. The dedicated WileyPLUS course, our online
teaching and learning solution to accompany Fundamentals of
Biochemistry, Fourth Edition, plays a key role in students’ ability
to understand and manipulate structural images. The media as-
sets in WileyPLUS, such as Guided Explorations, Animated
Figures, Interactive Exercises, and Kinemages, employ extensive
animations and three-dimensional structures so that students can
experience biochemistry beyond the static, two-dimensional page.
Users can interact with the materials at their own pace, making
them ideal for independent study.

Pedagogy

Throughout the previous three editions of Fundamentals of
Biochemistry, we have always given significant thought to the ped-
agogy within the text and have concentrated on fine-tuning and
adding some new elements to promote student learning. We have
continued to refine the pedagogy in this fourth edition; the en-
hancements include the following:

* Key concepts at the beginning of each section that prompt stu-
dents to recognize the important “takeaways” or concepts in each
section, providing the scaffolding for understanding by better
defining these important points.



* Checkpoint questions, a robust set of study questions that ap-
pear at the end of every section for students to check their mas-
tery of the section’s key concepts. Separate answers are not
provided, encouraging students to look back over the chapter to
reinforce their understanding, a process that helps develop confi-
dence and student-centered learning.

* Reviews of chemical principles that underlie biochemical phe-
nomena, including thermodynamics and equilibria, chemical
kinetics, and oxidation—reduction reactions. New additions include
reviews of Le Chételier’s principle and the curved-arrow conven-
tion for reaction mechanisms.

* Boxes to highlight topics that link students to areas beyond
basic biochemistry. The fourth edition includes discussions of
ocean acidification (Box 2-1), production of complex molecules
via polyketide synthesis (Box 20-3), and the intestinal microbiome
(Box 22-1),

* Caduceus symbols to highlight relevant in-text discussions of
medical, health, or drug related topics. These include common
diseases such as diabetes and neurodegenerative diseases as well as
lesser known topics that reveal interesting aspects of biochemistry.

* Expanded chapter summaries grouped by major section head-
ings, again guiding students to focus on the most important points
within each section.

e Sample calculations that demonstrate how students can apply
key equations to real data.

Show that AG < 0 when Ca®" ions move
from the endoplasmic reticulum (where
[Ca®"] = 1 mM) to the cytosol (where
[Ca®"] = 0.1 uM). Assume AW = 0.

The cytosol is 7z and the endoplasmic
reticulum is ouz.

Ca2+ in 10_7
AG = RTIH% = RT1In 3
[Ca out 10 ’

= RT(-9.2)

Hence, AG is negative.

* New end-of-chapter problems to provide students with more
opportunities to apply their knowledge. Over 60% of the prob-
lems are new to this edition. To promote students’ independence
and to develop their problem-solving skills, virtually all problems
are arranged as successive pairs that address the same or related
topics. Complete solutions to the odd-numbered problems are in-
cluded in an appendix for quick feedback, while complete solu-
tions to both odd- and even-numbered problems are available in
the Student Companion to Accompany Fundamentals of Biochemistry,
Fourth Edition.

Finally, we have added a More to Explore feature, a new type of
question in each chapter that either extends the material presented
in the text or prompts students to reach further and discover top-

ics not covered in the textbook. In addition, WileyPLUS offers
over 1,000 conceptually based questions that can be assigned and
automatically graded, providing students with additional valuable
practice opportunities.

Traditional Pedagogical Strengths

Successful pedagogical elements from prior editions of
Fundamentals of Biochemistry have been retained. Among them are

these:

¢ the division of chapters into numbered sections for easy nav-
igation and cross-referencing.

* key sentences printed in italics to assist with quick visual iden-
tification.

* boldfaced key terms.

* list of key terms at the end of each chapter, with the page
numbers where the terms are first defined.

e comprehensive glossary containing over 1200 terms.
* overview figures for many metabolic processes.

e figures illustrating detailed enzyme mechanisms throughout
the text.

* PDB identification codes in the figure legend for each molec-
ular structure so that students can download and explore struc-
tures on their own.

e Enrichment material, including:

* Biochemistry in Health and Disease essays highlight the
importance of biochemistry in the clinic by focusing on the mo-
lecular mechanisms of diseases and their treatment.

* Perspectives in Biochemistry provide enrichment material
that would otherwise interrupt the flow of the text. Instead,
the material is set aside so that students can appreciate some
of the experimental methods and practical applications of
biochemistry.

* Pathways of Discovery profile pioneers in various fields, giv-
ing students a glimpse of the personalities and scientific chal-
lenges that have shaped modern biochemistry.

* list of references for each chapter, selected for their relevance
and user-friendliness.

Organization

As in the third edition, the text begins with two introductory
chapters that discuss the origin of life, evolution, thermodynam-
ics, the properties of water, and acid-base chemistry. Nucleotides
and nucleic acids are covered in Chapter 3, since an understand-
ing of the structures and functions of these molecules supports the
subsequent study of protein evolution and metabolism.

Four chapters (4 through 7) explore amino acid chemistry,
methods for analyzing protein structure and sequence, second-
ary through quaternary protein structure, protein folding and
stability, and structure—function relationships in hemoglobin,
muscle proteins, and antibodies. Chapter 8 (Carbohydrates),
Chapter 9 (Lipids and Biological Membranes), and Chapter 10
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(Membrane Transport) round out the coverage of the basic mol-
ecules of life.

The next three chapters examine proteins in action, introduc-
ing students first to enzyme mechanisms (Chapter 11), then shep-
herding them through discussions of enzyme kinetics, the effects
of inhibitors, and enzyme regulation (Chapter 12). These themes
are continued in Chapter 13, which describes the components of
signal transduction pathways.

Metabolism is covered in a series of chapters, beginning with
an introductory chapter (Chapter 14) that provides an overview of
metabolic pathways, the thermodynamics of “high-energy” com-
pounds, and redox chemistry. Central metabolic pathways are pre-
sented in detail (e.g., glycolysis, glycogen metabolism, and the citric
acid cycle in Chapters 15-17) so that students can appreciate how
individual enzymes catalyze reactions and work in concert to per-
form complicated biochemical tasks. Chapters 18 (Electron
Transport and Oxidative Phosphorylation) and 19 (Photosynthesis)
complete a sequence that emphasizes energy-acquiring pathways.
Not all pathways are covered in full detail, particularly those re-
lated to lipids (Chapter 20), amino acids (Chapter 21), and nu-
cleotides (Chapter 23). Instead, key enzymatic reactions are
highlighted for their interesting chemistry or regulatory impor-
tance. Chapter 22, on the integration of metabolism, discusses or-
gan specialization and metabolic regulation in mammals.

Six chapters describe the biochemistry of nucleic acids, start-
ing with their metabolism (Chapter 23) and the structure of DNA
and its interactions with proteins (Chapter 24). Chapters 25-27
cover the processes of replication, transcription, and translation,
highlighting the functions of the RNA and protein molecules that
carry out these processes. Chapter 28 deals with a variety of mech-
anisms for regulating gene expression, including the histone code
and the roles of transcription factors and their relevance to
cancer and development.
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Additional Support

Student Companion to Fundamentals of Biochemistry, 4th Edition
ISBN: 978-111-821827-3

This enhanced study resource by Akif Uzman, University of
Houston-Downtown, Jerry Johnson, University of Houston-
Downtown, William Widger, University of Houston, Joseph
Eichberg, University of Houston, Donald Voet, Judith Voet, and
Charlotte Pratt, is designed to help students master basic concepts
and hone their analytical skills. Each chapter contains a summary,
a review of essential concepts, and additional problems. The
fourth edition features new Behind the Equations sections and
Caleulation Analogies that provide connections between key equa-
tions in the text and their applications. The authors have also in-
cluded new categories of questions for the student:

o Graphical analysis questions, which focus on quantitative prin-
ciples and challenge students to apply their knowledge.

* Play It Forward questions that draw specifically on knowledge

obtained in previous chapters.

The Student Companion contains complete solutions to all of the
end of chapter problems in the text.

CUSTOMIZE your own course with WILEY CUSTOM SELECT.
Create a textbook with precisely the content you want in a simple,
three-step online process that brings your students a cost-efficient
alternative to a traditional textbook. Select from an extensive col-
lection of content at customselect.wiley.com, upload your own
materials as well, and select from multiple delivery formats—
full-color or black-and-white print with a variety of binding op-
tions, or eBook. Preview the full text online, get an instant price
quote, and submit your order. We'll take it from there.
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PLUS WileyPLUS

WileyPLUS is an innovative, research-based online environment
for effective teaching and learning.

WileyPLUS builds students’ confidence because it takes the guess-
work out of studying by providing students with a clear roadmap:
what to do, how to do it, if they did it right. Students will take
more initiative so instructors will have greater impact on their
achievement in the classroom and beyond.

e Assessment: Select problems based on End-of-Chapter material
assess higher-level understanding using robust multi-step question
types.

* Exercises: Over 1000 conceptually based questions by Rachel
Milner and Adrienne Wright, University of Alberta, which can be
sorted by chapter and/or topic and can be assigned as graded
homework or additional practice. Each question features imme-
diate, descriptive feedback for students to explain why an answer
is right or wrong.

* Practice Questions: Quizzes, by Steven Vik, Southern
Methodist University, to accompany each chapter, consisting of
multiple-choice, true/false, and fill-in-the-blank questions, with
instant feedback to help students master concepts.

* Prelecture Questions: Multiple-choice questions that can be as-
signed prior to lecture to help students prepare for class.

* Test Bank: Over 1400 questions in a variety of question types
(multiple choice, matching, fill in the blank, and short answer)
by Marilee Benore, University of Michigan-Dearborn, and
Robert Kane, Baylor University, and newly revised by Amy
Stockert, Ohio Northern University, and Peter van der Geer, San
Diego State University. Each question is keyed to the relevant sec-
tion in the text and is rated by difficulty level. (Tests can be cre-
ated and administered online or with test-generator software.)

* Bioinformatics Projects: A set of newly updated exercises by
Paul Craig, Rochester Institute of Technology, covering the con-
tents and uses of databases related to nucleic acids, protein se-
quences, protein structures, enzyme inhibition, and other topics.
The exercises use real data sets, pose specific questions, and
prompt students to obtain information from online databases and
to access the software tools for analyzing such data.

* Case Studies: A set of 33 case studies by Kathleen Cornely,
Providence College, using problem-based learning to promote un-
derstanding of biochemical concepts. Each case presents data from
the literature and asks questions that require students to apply
principles to novel situations, often involving topics from multi-
ple chapters in the textbook.

In addition, WileyPLUS simplifies and automates such tasks as stu-
dent performance assessment, marking assignments, scoring stu-
dent work, keeping student grades, and more. WileyPLUS also
allows the instructor to identify those students who are falling be-
hind and to intervene accordingly.

Other instructor resources include:

* PowerPoint Slides contain all images and tables in the text, op-
timized for viewing onscreen.

* Digital Image Library with images from the text, also avail-
able in JPEG format, can be used to customize presentations and
provide additional visual support for quizzes and exams.

* Interactive Protein PowerPoints contain text images of a wide
variety of proteins. Each slide includes a molecular structure and
PDB code from the text that links students and instructors to
the specific protein on the Protein Data Bank website
(htep://www.rcsb.org/pdb/home/home.do) The website provides a
host of information about the 3D structures of large biological
molecules, including proteins and nucleic acids.

* Classroom Response Questions (“Clicker Questions”), by
Rachel Milner and Adrienne Wright, University of Alberta, are
interactive questions, for classroom response systems, to facilitate
classroom participation and discussion. These questions can also
be used by instructors as prelecture questions that help gauge stu-
dents’ knowledge of overall concepts, while addressing common
misconceptions.

In WileyPLUS, students can visualize molecular processes

* Guided Explorations: A set of 30 self-contained presentations,
many with narration, employ extensive animated computer graph-
ics to enhance student understanding of key topics.

¢ Interactive Exercises: A set of 59 molecular structures from the
text have been rendered in Jmol, a browser-independent viewer
for manipulating structures in three dimensions, and paired with
questions designed to facilitate comprehension of concepts. A tu-
torial for using Jmol is also provided.

* Kinemages: A set of 22 exercises comprising 55 three-dimensional
images of selected proteins and nucleic acids that can be manipu-
lated by users as suggested by accompanying text.

* Animated Figures: A set of 67 figures from the text, illustrat-
ing various concepts, techniques, and processes, are presented as
brief animations to facilitate learning.

These resources are intended to enrich the learning process for
students, especially those who rely heavily on visual informa-
tion. Whereas some resources, particularly the Interactive
Exercises and Animated Figures, are brief and could easily be
incorporated into an instructor’s classroom lecture, all the re-
sources are ideal for student self-study, allowing students to pro-
ceed at their own pace or back up and review as needed. All the
media resources are keyed to specific figures or sections of the
text, so students can explore molecular structures and processes
as they work through a chapter. A collection of media assets is
also located on the Book Companion site at htep://www.
wiley.com/college/voet.
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This textbook is the result of the dedicated effort of many indi-
viduals, several of whom deserve special mention: Foremost is our
editor, Joan Kalkut, who kept us informed, organized, and on
schedule. Elizabeth Morales contributed substantially to the ped-
agogy and design of the book by redesigning many figures with
an eye toward clarity, consistency, and molecular accuracy. Laura
lerardi cleverly combined text figures and tables in designing each
of the textbook’s pages. Suzanne Ingrao, our Production
Coordinator, skillfully managed the production of the textbook.
Madelyn Lesure designed the book’s typography and cover. Hilary
Newman and Teri Stratford acquired many of the photographs in
the textbook and kept track of all of them. Connie Parks, our copy
editor, put the final polish on the manuscript and eliminated
grammatical and typographical errors. Sandra Dumas was our in-
house Production Editor at Wiley. Kristine Ruff spearheaded the
marketing campaign. Special thanks to Aly Rentrop, Content
Editor, and Patrick White, Editorial Program Assistant.

Geraldine Osnato, WileyPLUS Editor, substantially im-
proved and developed the media resources, website, and
WileyPLUS program.

The atomic coordinates of many of the proteins and nucleic
acids that we have drawn for use in this textbook were obtained
from the Protein Data Bank (PDB) maintained by the Research
Collaboratory for Structural Bioinformatics (RCSB). We created
the drawings using the molecular graphics programs PyMOL by
Warren DeLano; RIBBONS by Mike Carson; and GRASP by
Anthony Nicholls, Kim Sharp, and Barry Honig.

The interactive computer graphics diagrams that are presented
on the website that accompanies this textbook are either Jmol im-
ages or Kinemages. Jmol is a free, open source, interactive, Web
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browser applet for manipulating molecules in three dimensions. It
is based on the program RasMol by Roger Sayle, which was gen-
erously made publicly available. The Jmol images in the Interactive
Exercises were generated by Stephen Rouse and revised by Wayne
Decatur. Kinemages are displayed by the program KiNG, which
was written and generously provided by David C. Richardson, who
also wrote and provided the program PREKIN, which DV and
JGV used to help generate the Kinemages. KiNG (Kinemage, Next
Generation) is an interactive system for three-dimensional vector
graphics that runs on Windows, Mac OSX, and Linux/Unix systems.

The Internet resources and student printed resources were
prepared by the following individuals. Bioinformatics Exercises:
Paul Craig, Rochester Institute of Technology, Rochester, New
York; Exercises and Classroom Response Questions: Rachel Milner
and Adrienne Wright, University of Alberta, Edmonton, Alberta,
Canada; Practice Questions: Steven Vik, Southern Methodist
University, Dallas, Texas; Case Studies: Kathleen Cornely,
College, Rhode Island; Student

Companion: Akif Uzman, University of Houston-Downtown,

Providence Providence,
Houston, Texas, Jerry Johnson, University of Houston-Downtown,
Houston, Texas, William Widger, University of Houston, Houston,
Texas, Joseph Eichberg, University of Houston, Houston, Texas,
Donald Voet, Judith Voet, and Charlotte Pratt; Test Bank: Amy
Stockert, Ohio Northern University, Ada, Ohio, Peter van der
Geer, San Diego State University, San Diego, California, Marilee
Benore, University of Michigan-Dearborn, Dearborn, Michigan,
and Robert Kane, Baylor University, Waco, Texas.
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Fundamentals of Biochemistry, Fourth Edition, offers the following resources to enhance student understanding of biochemistry. These
are all keyed to figures or sections in the text. They are called out in the text with a WileyPLUS icon @ or margin note.
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Case Study 1. Acute Aspirin Overdose: Relationship to the Blood
Buffering System Pg. 39
3 Nucleotides, Guided Exploration 1. Overview of transcription and translation Section 3-3B
Nucleic Acids, Guided Exploration 2. DNA sequence determination by the chain-terminator method Section 3-4C
and Ger}etiC Guided Exploration 3. PCR and site-directed mutagenesis Section 3-5C
Information Interactive Exercise 1. Three-dimensional structure of DNA Fig. 3-6
Animated Figure Construction of a recombinant DNA molecule Fig. 3-24
Animated Figure Cloning with bacteriophage A Fig. 3-25
Animated Figure Site-directed mutagenesis Fig. 3-28
Kinemage 2-1. Structure of DNA Fig. 3-6
Kinemage 2-2. Watson—Crick base pairs Fig. 3-8
Bioinformatics Project 1. Databases for the Storage and “Mining” of Genome Sequences Pg. 75
5 Proteins: Guided Exploration 4. Protein sequence determination Section 5-3
Primary Structure Guided Exploration 5. Protein evolution Section 5-4A
Animated Figure Enzyme-linked immunosorbent assay Fig. 5-3
Animated Figure lon exchange chromatography Fig. 5-6
Animated Figure Gel filtration chromatography Fig. 5-7
Animated Figure Edman degradation Fig. 5-16
Animated Figure Generating overlapping fragments to determine the amino
acid sequence of a polypeptide Fig. 5-19
Case Study 2. Histidine—Proline-Rich Glycoprotein as a Plasma pH Sensor Pg. 126
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Sequences Pg. 125
6 Proteins: Guided Exploration 6. Stable helices in proteins: the « helix Section 6-1B
Three-Dimensional Guided Exploration 7. Hydrogen bonding in B sheets Section 6-1B
Structure Guided Exploration 8. Secondary structures in proteins Section 6-2C
Interactive Exercise 2. Glyceraldehyde-3-phosphate dehydrogenase Fig. 6-31
Animated Figure The « helix Fig. 6-7
Animated Figure B sheets Fig. 6-9
Animated Figure Symmetry in oligomeric proteins Fig. 6-34
Animated Figure Mechanism of protein disulfide isomerase Fig. 6-43
Kinemage 3-1. The peptide group Fig. 6-2, 6-4, 6-5
Kinemage 3-2. The « helix Fig. 6-7
Kinemage 3-3. B sheets Fig. 6-9, 6-10, 6-11
Kinemage 3-4. Reverse turns Fig. 6-14
Kinemage 4-1, 4-2. Coiled coils Fig. 6-15
Kinemage 4-3, 4-4. Collagen Fig. 6-18
Kinemage 5. Cytochrome ¢ Fig. 6-27, 6-32
Case Study 4. The Structure of Insulin Pg. 175
Case Study 5. Characterization of Subtilisin from the Antarctic Psychrophile
Bacillus TA41 Pg. 175
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6. A Collection of Collagen Cases Pg. 175

3. Visualizing Three-Dimensional Protein Structures Using the Pg. 174
Molecular Visualization Programs Jmol and PyMOL

Bioinformatics Project 4. Structural Alignment and Protein Folding Pg. 175
7 Protein Interactive Exercise 3. Structure of a mouse antibody Fig. 7-38
Function: Animated Figure Oxygen-binding curve of hemoglobin Fig. 7-6
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Kinemage 6-1. Myoglobin structure Fig. 7-1, 7-3
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Kinemage 8-1. Bacteriorhodopsin Fig. 9-22
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Transport Animated Figure Model for glucose transport Fig. 10-13
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Case Study 14. Shavings from the Carpenter’s Bench: The Biological Role of the
Insulin C-peptide Pg. 314
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Na*-Dependent Glucose Uptake by Retinal Cells Pg. 314

11 Enzymatic

Catalysis Interactive Exercise 6. Pancreatic RNase S Fig. 11-9
Interactive Exercise 7. Carbonic anhydrase Fig. 11-13
Interactive Exercise 8. Hen egg white lysozyme Fig. 11-17
Animated Figure Effect of preferential transition state binding Fig. 11-15
Animated Figure Chair and half-chair conformations Fig. 11-18
Kinemage 9. Hen egg white lysozyme catalytic mechanism Fig. 11-17, 11-19,
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Kinemage 10-1. Structural overview of a trypsin-inhibitor complex Fig. 11-25, 11-31
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Living organisms thrive virtually everywhere on the earth’s surface. These hot springs
host a variety of microbial species, including some that provide commercially useful
products that function optimally at high temperatures. [James H. Robinson/Photo
Researchers, Inc.]

Biochemistry is, literally, the study of the chemistry of life. Although it over-
laps other disciplines, including cell biology, genetics, immunology, micro-
biology, pharmacology, and physiology, biochemistry is largely concerned with
a limited number of issues:

1. What are the chemical and three-dimensional structures of biological
molecules?

2. How do biological molecules interact with each other?

3. How does the cell synthesize and degrade biological molecules?
4. How is energy conserved and used by the cell?
5.

What are the mechanisms for organizing biological molecules and
coordinating their activities?

6. How is genetic information stored, transmitted, and expressed?

Biochemistry, like other modern sciences, relies on sophisticated instru-
ments to dissect the architecture and operation of systems that are inacces-
sible to the human senses. In addition to the chemist’s tools for separating,
quantifying, and otherwise analyzing biological materials, biochemists take
advantage of the uniquely biological aspects of their subject by examining
the evolutionary histories of organisms, metabolic systems, and individual
molecules. In addition to its obvious implications for human health, bio-
chemistry reveals the workings of the natural world, allowing us to under-
stand and appreciate the unique and mysterious condition that we call life.
In this introductory chapter, we will review some aspects of chemistry and
biology—including chemical evolution, the different types of cells, and basic
principles of thermodynamics—in order to help put biochemistry in context
and to introduce some of the themes that recur throughout this book.

1 The Origin of Life

A Biological Molecules Arose from Inorganic
Materials

B Complex Self-replicating Systems Evolved
from Simple Molecules

2 Cellular Architecture
A Cells Carry Out Metabolic Reactions
B There Are Two Types of Cells: Prokaryotes
and Eukaryotes
C Molecular Data Reveal Three Evolutionary
Domains of Organisms
D Organisms Continue to Evolve

3 Thermodynamics

A The First Law of Thermodynamics States
That Energy Is Conserved

B The Second Law of Thermodynamics States
That Entropy Tends to Increase

C The Free Energy Change Determines the
Spontaneity of a Process

D Free Energy Changes Can Be Calculated
from Equilibrium Concentrations

E Life Obeys the Laws of Thermodynamics



2
Chapter 1 Introduction to the Chemistry of Life

TABLE 1-1 Most Abundant Elements
in the Human Body?

Dry Weight

FElement (%)
C 61.7
N 11.0
o 9.3
H 5.7
Ca 5.0
p 3.3

1.3
S 1.0
Cl 0.7
Na 0.7
Mg 0.3

“Calculated from Frieden, E., Sci. Am. 227(1), 54-55
(1972).

1 The Origin of Life

KEY CONCEPTS

» Biological molecules are constructed from a limited number of elements.

* Certain functional groups and linkages characterize different types of biomolecules.

* During chemical evolution, simple compounds condensed to form more complex
molecules and polymers.

* Self-replicating molecules would have been subject to natural selection.

Certain biochemical features are common to all organisms: the way hereditary
information is encoded and expressed, for example, and the way biological
molecules are built and broken down for energy. The underlying genetic and
biochemical unity of modern organisms suggests they are descended from a
single ancestor. Although it is impossible to describe exactly how life first arose,
paleontological and laboratory studies have provided some insights about the
origin of life.

A Biological Molecules Arose from Inorganic Materials

Living matter consists of a relatively small number of elements (Table 1-1). For
example, C, H, O, N, P, Ca, and S account for ~97% of the dry weight of
the human body (humans and most other organisms are ~70% water). Living
organisms may also contain trace amounts of many other elements, including
B, E AL Si, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, As, Se, Br, Mo, Cd, I, and W,
although not every organism makes use of each of these substances.

The earliest known fossil evidence of life is ~3.5 billion years old
(Fig. 1-1). The preceding prebiotic era, which began with the formation of
the earth ~4.6 billion years ago, left no direct record, but scientists can ex-
perimentally duplicate the sorts of chemical reactions that might have given
rise to living organisms during that billion-year period.

The atmosphere of the early earth probably consisted of small, simple
compounds such as H,O, N,, CO,, and smaller amounts of CH4 and NH.
In the 1920s, Alexander Oparin and J. B. S. Haldane independently suggested
that ultraviolet radiation from the sun or lightning discharges caused the mol-
ecules of the primordial atmosphere to react to form simple organic (carbon-
containing) compounds. This process was replicated in 1953 by Stanley Miller
and Harold Urey, who subjected a mixture of H,O, CHy4, NHj, and H, to
an electric discharge for about a week. The resulting solution contained water-
soluble organic compounds, including several amino acids (which are compo-
nents of proteins) and other biochemically significant compounds.

The assumptions behind the Miller—Urey experiment, principally the com-
position of the gas used as a starting material, have been challenged by some
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FIG. 1-1 Microfossil of filamentous bacterial cells. This fossil (shown with an
interpretive drawing) is from ~3.4-billion-year-old rock from Western Australia. [Courtesy of
J. William Schopf, UCLA]



scientists who have suggested that the first biological molecules were gener-
ated in a quite different way: in the dark and under water. Hydrothermal vents
in the ocean floor, which emit solutions of metal sulfides at temperatures as high
as 400°C (Fig. 1-2), may have provided conditions suitable for the formation
of amino acids and other small organic molecules from simple compounds
present in seawater.

Whatever their actual origin, the early organic molecules became the pre-
cursors of an enormous variety of biological molecules. These can be classified
in various ways, depending on their composition and chemical reactivity. A
familiarity with organic chemistry is useful for recognizing the functional
groups (reactive portions) of molecules as well as the linkages (bonding
arrangements) among them, since these features ultimately determine the
biological activity of the molecules. Some of the common functional groups
and linkages in biological molecules are shown in Table 1-2.

B Complex Self-replicating Systems Evolved from Simple Molecules

During a period of chemical evolution, simple organic molecules condensed
to form more complex molecules or combined end-to-end as polymers of
repeating units. In a condensation reaction, the elements of water are lost.
The rate of condensation of simple compounds to form a stable polymer must
therefore be greater than the rate of hydrolysis (splitting by adding the ele-
ments of water; Fig. 1-3). In the prebiotic environment, minerals such as clays
may have catalyzed polymerization reactions and sequestered the reaction
products from water. The size and composition of prebiotic macromolecules
would have been limited by the availability of small molecular starting mate-
rials, the efficiency with which they could be joined, and their resistance to
degradation. The major biological polymers and their individual units
(monomers) are given in Table 1-3.

Obviously, combining different monomers and their various functional groups
into a single large molecule increases the chemical versatility of thatr molecule,
allowing it to perform chemical feats beyond the reach of simpler molecules.
(This principle of emergent properties can be expressed as “the whole is greater
than the sum of its parts.”) Separate macromolecules with complementary
arrangements of functional groups can associate with each other (Fig. 1-4),
giving rise to more complex molecular assemblies with an even greater range
of functional possibilities.

Specific pairing between complementary functional groups permits one
member of a pair to determine the identity and orientation of the other mem-
ber. Such complementarity makes it possible for a macromolecule to veplicate, or
copy isself, by directing the assembly of a new molecule from smaller complementary
units. Replication of a simple polymer with intramolecular complementarity is

(0]
[ H_
R—C—OH + H/N—R’
Condensation Hydrolysis
H,0 H,0
(0]
I
R—C—NH—R'

FIG. 1-3 Reaction of a carboxylic acid with an amine. The elements of water are
released during condensation. In the reverse process—hydrolysis—water is added to cleave
the amide bond. In living systems, condensation reactions are not freely reversible.
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FIG. 1-2 A hydrothermal vent. Such
ocean-floor formations are known as “black

smokers” because the metal sulfides dissolved in
the superheated water they emit precipitate on
encountering the much cooler ocean water.
[Courtesy of Woods Hole Oceanographic
Institution.]

Macromolecule
A

O}

[
Amino group *NHj

Carboxylate O\ /O—

TR

|
Y
Macromolecule

FIG. 1-4 Association of complementary
molecules. The positively charged amino group
interacts electrostatically with the negatively
charged carboxylate group.
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TABLE 1-2 Common Functional Groups and Linkages in Biochemistry

Compound Name

Structure”

Functional Group or Linkage

b

Amine RNH, or Rf\—TH 3 N
R,NH or sz\—THz fNi or *I‘\If (amino group)
RyN or  R,NH
Alcohol ROH —OH  (hydroxyl group)
Thiol RSH —SH  (sulthydryl group)
Ether ROR —O—  (ether linkage)
(@] O
Aldehyde R— yﬁ —H — g — (carbonyl group)
O O
Ketone R*Q*R *g* (carbonyl group)
(@] O O
Carboxylic acid” R*ylfOH or Rfé‘lf07 *Q*OH (carboxyl group) or

O

I
—C—0O" (carboxylate group)

O O O
Ester ng*OR *Q*O* (ester linkage) R*g* (acyl group)®
O O O
Thioester R—‘(‘j—SR —g—s— (thioester linkage) R—g— (acyl group)”
O
Amide R*ngHz
O (@] (@]
R—Q—NHR —Q—N< (amido group) R*gf (acyl group)”
O
ngfNRz
. . N
Imine (Schiff base)” R=—NH or R—NH, >C —N— or >C:Ji\]i (imino group)

R=NR or R=NHR

Disulfide R—S—S—R —S—S— (disulfide linkage)
(@] (@]

Phosphate ester” R*O*}[fof 7}@707 (phosphoryl group)
on on

Diphosphate ester’

Phosphate diester”

—P—O0—P—0O" (phosphoanhydride group)

*O*T*O* (phosphodiester linkage)

(@]

“R represents any carbon-containing group. In a molecule with more than one R group, the groups may be the same or different.

Under physiological conditions, these groups are ionized and hence bear a positive or negative charge.

“If attached to an atom other than carbon.

“2? | Cover the Structure column and draw the structure for each compound listed on the left. Do the same for each functional group
or linkage.
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TABLE 1-3 Major Biological Polymers and Their Component Monomers Section 2 Cellular Architecture
Polymer Monomer

Protein (polypeptide) Amino acid

Nucleic acid (polynucleotide) Nucleotide

Polysaccharide (complex carbohydrate) Monosaccharide (simple carbohydrate)

Polymer Intramolecular
complementarity

00

A
80 IT0
mooates |

O

FIG. 1-5 Replication through complementarity. In this simple case, a polymer
serves as a template for the assembly of a complementary molecule, which, because of
intramolecular complementarity, is an exact copy of the original.

illustrated in Fig. 1-5. A similar phenomenon is central to the function of
DNA, where the sequence of bases on one strand (e.g., A-C-G-T) absolutely
specifies the sequence of bases on the strand to which it is paired (T-G-C-A).
When DNA replicates, the two strands separate and direct the synthesis of
complementary daughter strands. Complementarity is also the basis for tran- CHECKPOINT

................................................................

scribing DNA into RNA and for translating RNA into protein. « Which four elements occur in virtually all
A critical moment in chemical evolution was the transition from systems biological molecules?

of randomly generated molecules to systems in which molecules were organ- «  Summarize the major stages of chemical

ized and specifically replicated. Once macromolecules gained the ability to evolution.

self-perpetuate, the primordial environment would have become enriched in  +  practice drawing a simple condensation

molecules that were best able to survive and multiply. The first replicating and hydrolysis reaction.

systems were no doubt somewhat sloppy, with progeny molecules imperfectly . Explain why complementarity would have

complementary to their parents. Over time, natural selection would have been necessary for the development of

favored molecules that made more accurate copies of themselves. self-replicating molecules.

2 Gellular Architecture
‘KEY CONCEPTS

* Compartmentation of cells promotes efficiency by maintaining high local
concentrations of reactants.

* Metabolic pathways evolved to synthesize molecules and generate energy.

* The simplest cells are prokaryotes.

» Eukaryotes are characterized by numerous membrane-bounded organelles,
including a nucleus.

* The phylogenetic tree of life includes three domains: bacteria, archaea, and eukarya.

* Evolution occurs as natural selection acts on randomly occurring variations among
individuals.
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Chapter 1 Introduction to the Chemistry of Life The types of systems described so far would have had to compete with all the
other components of the primordial earth for the available resources. A selec-
tive advantage would have accrued to a system that was sequestered and pro-
tected by boundaries of some sort. How these boundaries first arose, or even
what they were made from, is obscure. One theory is that membranous vesicles
(fluid-filled sacs) first attached to and then enclosed self-replicating systems.
These vesicles would have become the first cells.

A Cells Garry Out Metabolic Reactions

The advantages of compartmentation are several. In addition to receiving
some protection from adverse environmental forces, an enclosed system can
maintain high local concentrations of components that would otherwise dif-
fuse away. More concentrated substances can react more readily, leading to
increased efficiency in polymerization and other types of chemical reactions.

A membrane-bounded compartment that protected its contents would
gradually become quite different in composition from its surroundings.
Modern cells contain high concentrations of ions, small molecules, and large
molecular aggregates that are found in only traces—if at all—outside the cell.
For example, the Escherichia coli (E. coli) cell contains millions of molecules
representing some 3000 to 6000 different compounds (Fig. 1-6). A typical
animal cell may contain 100,000 different types of molecules.

Early cells depended on the environment to supply building materials. As
some of the essential components in the prebiotic soup became scarce, natu-
ral selection favored organisms that developed mechanisms for synthesizing the
required compounds from simpler but more abundant precursors. The first
metabolic reactions may have used metal or clay catalysts (a catalyst is a sub-
stance that promotes a chemical reaction without itself being changed). In fact,
metal ions are still at the heart of many chemical reactions in modern cells.
Some catalysts may also have arisen from polymeric molecules that had the
appropriate functional groups.

In general, biosynthetic reactions require energy; hence the first cellular
reactions also needed an energy source. The eventual depletion of preexisting
energy-rich substances in the prebiotic environment would have favored the
development of energy-producing metabolic pathways. For example, photo-
synthesis evolved relatively early to take advantage of a practically inexhaustible
energy supply, the sun. However, the accumulation of O, generated from H,O

FIG. 1-6 Cross-section through an E. coli
cell. The cytoplasm is packed with
macromolecules. At this magnification
(~1,000,000%), individual atoms are too small to
resolve. The green structures on the right include
the inner and outer membrane components along
with a portion of a flagellum. Inside the cell,
various proteins are shown in blue, and
ribosomes are purple. The gold and orange
structures represent DNA and DNA-binding
proteins, respectively. In a living cell, the
remaining spaces would be crowded with water
and small molecules. [From Goodsell, D.S.,

The Machinery of Life (2nd ed.), Springer (2009).
Reproduced with permission.]



by photosynthesis (the modern atmosphere is 21% O,) presented an addi-
tional challenge to organisms adapted to life in an oxygen-poor atmosphere.
Metabolic refinements eventually permitted organisms not only to avoid ox-
idative damage but to use O, for oxidative metabolism, a much more efficient
form of energy metabolism than anaerobic metabolism. Vestiges of ancient life
can be seen in the anaerobic metabolism of certain modern organisms.

Early organisms that developed metabolic strategies to synthesize biological
molecules, conserve and utilize energy in a controlled fashion, and replicate within
a protective compartment were able to propagate in an ever-widening range of
habitats. Adaptation of cells to different external conditions ultimately led to
the present diversity of species. Specialization of individual cells also made it
possible for groups of differentiated cells to work together in multicellular
organisms.

B There Are Two Types of Cells: Prokaryotes and Eukaryotes

All modern organisms are based on the same morphological unit, the cell.
There are two major classifications of cells: the eukaryotes (Greek: en, good
or true + karyon, kernel or nut), which have a membrane-enclosed nucleus
encapsulating their DNA; and the prokaryotes (Greek: pro, before), which
lack a nucleus. Prokaryotes, comprising the various types of bacteria, have rela-
tively simple structures and are almost all unicellular (although they may form
filaments or colonies of independent cells). Eukaryotes, which are multicellular
as well as unicellular, are vastly more complex than prokaryotes. (Viruses are
much simpler entities than cells and are not classified as living because they
lack the metabolic apparatus to reproduce outside their host cells.)

Prokaryotes are the most numerous and widespread organisms on the
earth. This is because their varied and often highly adaptable metabolisms suit
them to an enormous variety of habitats. Prokaryotes range in size from 1 to
10 pm and have one of three basic shapes (Fig. 1-7): spheroidal (cocci), rod-
like (bacilli), and helically coiled (spirilla). Except for an outer cell membrane,
which in most cases is surrounded by a protective cell wall, nearly all prokary-
otes lack cellular membranes. However, the prokaryotic cytoplasm (cell con-
tents) is by no means a homogeneous soup. Different metabolic functions are
believed to be carried out in different regions of the cytoplasm (Fig. 1-6). The
best characterized prokaryote is Escherichia coli, a 2 pm by 1 pm rodlike
bacterium that inhabits the mammalian colon.

Spirillum

Anabaena (a cyanobacterium)

-

A spirochete

Large Bacillus

O Staphylococcus

- Rickettsia

o0 S

Three species of
Mycoplasma

| 10 pm |
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FIG. 1-7 Scale drawings of some
prokaryotic cells.
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FIG. 1-8 Diagram of a typical animal cell with electron [Smooth endoplasmic reticulum © Dennis Kunkel Microscopy,
micrographs of its organelles. Membrane-bounded organelles include  Inc./Phototake; Rough endoplasmic reticulum © Pietro M. Motta &
the nucleus, endoplasmic reticulum, lysosome, peroxisome (not pictured), Tomonori Naguro/Photo Researchers, Inc.; Nucleus © Tektoff-RM,
mitochondrion, vacuole, and Golgi apparatus. The nucleus contains CNRI/Photo Researchers; Mitochondrion © CNRI/Photo

chromatin (a complex of DNA and protein) and the nucleolus (the site Researchers; Golgi apparatus © Secchi-Lecaque/Roussel-UCLAF/
of ribosome synthesis). The rough endoplasmic reticulum is studded with ~ CNRI/Photo Researchers; Lysosome © Biophoto Associates/Photo
ribosomes; the smooth endoplasmic reticulum is not. A pair of centrioles ~ Researchers)]

help organize cytoskeletal elements. A typical plant cell differs mainly
by the presence of an outer cell wall and chloroplasts in the cytosol. |1| With the labels covered, name the parts of this eukaryotic cell.

Eukaryotic cells are generally 10 to 100 pm in diameter and thus have a
thousand to a million times the volume of typical prokaryotes. It is not size,
however, but a profusion of membrane-enclosed organelles that best charac-
terizes eukaryotic cells (Fig. 1-8). In addition to a nucleus, eukaryotes have
an endoplasmic reticulum, the site of synthesis of many cellular components,
some of which are subsequently modified in the Golgi apparatus. The bulk
of aerobic metabolism takes place in mitochondria in almost all eukaryotes,
and photosynthetic cells contain chloroplasts. Other organelles, such as lyso-
somes and peroxisomes, perform specialized functions. Vacuoles, which are
more prominent in plant than in animal cells, usually function as storage
depots. The cytosol (the cytoplasm minus its membrane-bounded organelles)
is organized by the cytoskeleton, an extensive array of filaments that also gives
the cell its shape and the ability to move.

The various organelles that compartmentalize eukaryotic cells represent a level
of complexity that is largely lacking in prokaryotic cells. Nevertheless, prokary-
otes are more efficient than eukaryotes in many respects. Prokaryotes have
exploited the advantages of simplicity and miniaturization. Their rapid growth rates
permit them to occupy ecological niches in which there may be drastic fluctua-
tions of the available nutrients. In contrast, the complexity of eukaryotes, which
renders them larger and more slowly growing than prokaryotes, gives them the
competitive advantage in stable environments with limited resources. It is there-
fore erroneous to consider prokaryotes as evolutionarily primitive compared to
eukaryotes. Both types of organisms are well adapted to their respective lifestyles.



C Molecular Data Reveal Three Evolutionary Domains of Organisms

The practice of lumping all prokaryotes in a single category based on what
they lack—a nucleus—obscures their metabolic diversity and evolutionary
history. Conversely, the remarkable morphological diversity of eukaryotic
organisms (consider the anatomical differences among, say, an amoeba, an oak
tree, and a human being) masks their fundamental similarity at the cellular
level. Traditional taxonomic schemes (taxonomy is the science of biological
classification), which are based on gross morphology, have proved inadequate
to describe the actual relationships between organisms as revealed by their evo-
lutionary history (phylogeny).

Biological classification schemes based on reproductive or developmental
strategies more accurately reflect evolutionary history than those based solely
on adult morphology. But phylogenetic relationships are best deduced by compar-
ing polymeric molecules—RNA, DNA, or protein—from different organisms. For
example, analysis of RNA led Carl Woese to group all organisms into three
domains (Fig. 1-9). The archaea (also known as archaebacteria) are a group
of prokaryotes that are as distantly related to other prokaryotes (the bacteria,
sometimes called eubacteria) as both groups are to eukaryotes (eukarya). The
archaea include some unusual organisms: the methanogens (which produce
CH,), the halobacteria (which thrive in concentrated brine solutions), and
certain thermophiles (which inhabit hot springs). The pattern of branches in
Woese’s diagram indicates the divergence of different types of organisms (each
branch point represents a common ancestor). The three-domain scheme also
shows that animals, plants, and fungi constitute only a small portion of all
life-forms. Such phylogenetic trees supplement the fossil record, which pro-
vides a patchy record of life prior to about 600 million years before the pres-
ent (multicellular organisms arose about 700-900 million years ago).

It is unlikely that eukaryotes are descended from a single prokaryote,
because the differences between bacteria and eukaryotes are so profound.
Instead, eukaryotes probably evolved from the association of archaebacterial
and eubacterial cells. The eukaryotic genetic material includes features that
suggest an archaebacterial origin. In addition, the mitochondria and chloro-
plasts of modern eukaryotic cells resemble bacteria in size and shape, and both
types of organelles contain their own genetic material and protein synthetic
machinery. Evidently, as Lynn Margulis proposed, mitochondria and chloro-
plasts evolved from free-living bacteria that formed symbiotic (mutually ben-
eficial) relationships with a primordial eukaryotic cell (Box 1-1). In fact,
certain eukaryotes that lack mitochondria or chloroplasts permanently harbor
symbiotic bacteria.

Bacteria Archaea Eukarya

Slime
molds
Entamoeba

Methanosarcina
Methanobacterium

Animals
Fungi

Green nonsulfur bacteria
Plants

Ciliates

Halophiles

Gram-positives Methanococcus

Purple bacteria Flagellates

Thermoproteus
Pyrodicticum

Cyanobacteria

T.celer
Trichomonads
Microsporidia
Flavobacteria Diplomonads

Thermotoga
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FIG. 1-9 Phylogenetic tree showing three
domains of organisms. The branches indicate
the pattern of divergence from a common
ancestor. The archaea are prokaryotes, like
bacteria, but share some features with eukaryotes.
[After Wheelis, M.L,, Kandler, O,, and Woese, CR,
Proc. Natl. Acad. Sci. 89, 2931 (1992).]



Box 1-1 Pathways of
Discovery

............................................................................................

Lynn Margulis (1938-) After growing up
in Chicago and enrolling in the University of
Chicago at age 16, Lynn Margulis intended
to be a writer. Her interest in biology was
sparked by a required science course for which
she read Gregor Mendel's accounts
of his experiments with the genetics of pea
plants. Margulis continued her studies at the
University of Wisconsin Madison and at the
University of California Berkeley, earning a doctorate in 1963. Her
careful consideration of cellular structures led her to hypothesize
that eukaryotic cells originated from a series of endosymbiotic
events involving multiple prokaryotes. The term endo (Greek: within)
refers to an arrangement in which one cell comes to reside inside
another. This idea was considered outrageous at the time (1967),
but many of Margulis's ideas have since become widely accepted.
Endosymbiosis as an explanation for the origin of mitochondria
had been proposed by Ivan Wallin in 1927, who noted the similarity
between mitochondria and bacteria in size, shape, and cytological
staining. Wallin's hypothesis was rejected as being too fantastic
and was ignored until it was taken up again by Margulis. By
the 1960s, much more was known about mitochondria (and
chloroplasts), including the fact that they contained DNA and
reproduced by division. Margulis did not focus all her attention on
the origin of individual organelles but instead sought to explain the
origin of the entire eukaryotic cell, which also includes centrioles,
another possible bacterial relic. Her paper, “On the origin of
mitosing cells;’ was initially rejected by several journals before
being accepted by the Journal of Theoretical Biology. The notion
that a complex eukaryotic cell could arise from a consortium of
mutually dependent prokaryotic cells was incompatible with the
prevailing view that evolution occurred as a series of small steps.
Evolutionary theory of the time had no room for the dramatic
amalgamation of cells—and their genetic material-that Margulis had
proposed. Nevertheless, the outspoken Margulis persisted, and by

Lynn Margulis and the Theory of Endosymbiosis

the time she published Symbiosis in Cell Evolution in 1981, much
of the biological community had come on board.

Two main tenets of Margulis's theory, that mitochondria are the
descendants of oxygen-respiring bacteria and chloroplasts were
originally photosynthetic bacteria, are almost universally accepted.
The idea that the eukaryotic cytoplasm is the remnant of an
archaebacterial cell is still questioned by some biologists. Margulis
is in the process of collecting evidence to support a fourth idea,
that cilia and flagella and some sensory structures such as the
light-sensing cells of the eye are descendants of free-living
spirochete bacteria. Margulis's original prediction that organelles
such as mitochondria could be isolated and cultured has not been
fulfilled. However, there is ample evidence for the transfer of
genetic material between organelles and the nucleus, consistent
with Margulis's theory of endosymbiosis. In fact, current theories
of evolution include the movement of genetic material among
organisms, as predicted by Margulis, in addition to small random
mutations as agents of change.

Perhaps as an extension of her work on bacterial
endosymbiosis, Margulis came to recognize that the interactions
among many different types of organisms as well as their
interactions with their physical environment constitute a single
self-regulating system. This notion is part of the Gaia hypothesis
proposed by James Lovelock, which views the entire earth as
one living entity (Gaia was a Greek earth goddess). However,
Margulis has no patience with those who seek to build a modern
mythology based on Gaia. She is adamant about the importance
of using scientific tools and reasoning to discover the truth and is
irritated by the popular belief that humans are the center of life
on earth. Margulis understands that human survival depends on
our relationships with waste-recycling, water-purifying, and oxygen-
producing bacteria, with whom we have been evolving, sometimes
endosymbiotically, for billions of years.

Sagan, L., On the origin of mitosing cells, J. Theor. Biol. 14, 255-274 (1967).

D Organisms Continue to Evolve

The natural selection that guided prebiotic evolution continues to direct the
evolution of organisms. Richard Dawkins has likened evolution to a blind
watchmaker capable of producing intricacy by accident, although such an
image fails to convey the vast expanse of time and the incremental, trial-and-
error manner in which complex organisms emerge. Small mutations (changes
in an individual’s genetic material) arise at random as the result of chemical
damage or inherent errors in the replication process. A mutation that increases
the chances of survival of the individual increases the likelihood that the muta-
tion will be passed on to the next generation. Beneficial mutations tend to spread
rapidly through a population; deleterious changes tend to die along with the
organisms that harbor them.

The theory of evolution by natural selection, which was first articulated
by Charles Darwin in the 1860s, has been confirmed through observation and
experimentation. It is therefore useful to highlight several important—and often
misunderstood—principles of evolution:

1. Evolution is not directed toward a particular goal. It proceeds by
random changes that may affect the ability of an organism to reproduce
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under the prevailing conditions. An organism that is well adapted to its Section 3 Thermodynamics
environment may fare better or worse when conditions change.

2. Variation among individuals allows organisms to adapt to unexpected CHECKPOINT

changes. This is one reason why genetically homogeneous populations « Explain the selective advantages of com-

(e.g., a corn crop) are so susceptible to a single challenge (e.g., a fun- partmentation and metabolic pathways.
gal blight). A more heterogeneous population is more likely to include « Discuss the differences between prokary-
individuals that can resist the adversity and recover. otes and eukaryotes.

3. The past determines the future. New structures and metabolic func- * Make a list of the major eukaryotic
tions emerge from preexisting elements. For example, insect wings did organelles and their functions.
not erupt spontaneously but appear to have developed gradually from * Explain why a taxonomy based on molecu-
small heat—exchange structures. lar sequences is more accurate than one

based on morphology.

4. Evolution is ongoing, although it does not proceed exclusively toward
*  Which of the three domains are prokary-

complexity. An anthropocentric view places human beings at the pin- \ , e e
: : TS T otic? Which domain is most similar to
nacle of an evolutionary scheme, but a quick survey of life’s diversity

. . . . eukaryotes?
reveals that simpler species have not died out or stopped evolving. y oo o
............................................................................................................................... .+ Explain how individual variations allow

evolution to occur.
e Why is evolutionary change constrained
by its past but impossible to predict?

3 Thermodynamics
‘KEY CONCEPTS

* Energy must be conserved, but it can take different forms.

* In most biochemical systems, enthalpy is equivalent to heat.

* Entropy, a measure of a system’s disorder, tends to increase.

e The free energy change for a process is determined by the change in enthalpy
and the change in entropy.

* A spontaneous process occurs with a decrease in free energy.

* The free energy change for a reaction can be calculated from the temperature
and the concentrations and stoichiometry of the reactants and products.

* Biochemists define standard state conditions as a temperature of 25°C, a pres-
sure of 1 atm, and a pH of 7.0.

* Organisms are nonequilibrium, open systems that constantly exchange matter and
energy with their surroundings.

* Enzymes increase the rates of thermodynamically favorable reactions.

The normal activities of living organisms—moving, growing, reproducing—
demand an almost constant input of energy. Even at rest, organisms devote a
considerable portion of their biochemical apparatus to the acquisition and uti-
lization of energy. The study of energy and its effects on matter falls under the
purview of thermodynamics (Greek: #herme, heat + dynamis, power). Although
living systems present some practical challenges to thermodynamic analysis, /ife
obeys the laws of thermodynamics. Understanding thermodynamics is important
not only for describing a particular process—such as a biochemical reaction—
in terms that can be quantified, but also for predicting whether that process can
actually occur, that is, whether the process is spontaneous. To begin, we will re-
view the fundamental laws of thermodynamics. We will then turn our attention
to free energy and how it relates to chemical reactions. Finally, we will look at
how biological systems deal with the laws of thermodynamics.

A The First Law of Thermodynamics States That
Energy Is Conserved

In thermodynamics, a system is defined as the part of the universe that is of
interest, such as a reaction vessel or an organism; the rest of the universe is
known as the surroundings. The system has a certain amount of energy, U.
The first law of thermodynamics states that energy is conserved; it can be neither
created nor destroyed. However, when the system undergoes a change, some
of its energy can be used to perform work. The energy change of the system
is defined as the difference between the heat () absorbed by the system from
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Chapter 1 Introduction to the Chemistry of Life the surroundings and work (@) done by the system on the surroundings. The
Greek letter A (Delta) indicates change.
AU: Uﬂnal - (Jinitial = q - w [1'1]

Heat is a reflection of random molecular motion, whereas work, which is de-
fined as force times the distance moved under its influence, is associated with
organized motion. Force may assume many different forms, including the grav-
itational force exerted by one mass on another, the expansional force exerted by
a gas, the tensional force exerted by a spring or muscle fiber, the electrical force
of one charge on another, and the dissipative forces of friction and viscosity.
Because energy can be used to perform different kinds of work, it is sometimes
useful to speak of energy taking different forms, such as mechanical energy, elec-
trical energy, or chemical energy—all of which are relevant to biological systems.

Most biological processes take place at constant pressure. Under such con-
ditions, the work done by the expansion of a gas (pressure—volume work) is
PAV. Consequently, it is useful to define a new thermodynamic quantity, the
enthalpy (Greek: enthalpein, to warm in), abbreviated H:

H=U+ PV [1-2]
Then, when the system undergoes a change at constant pressure,
AH =AU+ PAV = gp — w+ PAV [1-3]

where gp is defined as the heat at constant pressure. Since we already know
that in this system w = PAYV,

In other words, the change in enthalpy is equivalent to heat. Moreover, the
volume changes in most biochemical reactions are insignificant (PAV = 0),
so the differences between their AU and AH values are negligible, and hence
the energy change for the reacting system is equivalent to its enthalpy change.
Enthalpy, like energy, heat, and work, is given units of joules. (Some com-
monly used units and biochemical constants and other conventions are given
in Box 1-2.)

.Box.1-2 Pgrspectlves Biochemical Conventions
in Biochemistry E

Modern biochemistry generally uses Systéme International (SI) units, ~ Constants

including meters (m), kilograms (kg), and seconds (s) and their Avogadro’s number (\) 6.0091 X 1023
derived units, for various thermodynamic and other measurements. molecules - mol ™!
The following lists the commonly used biochemical units, some Coulomb (C) 6041 x 108

ful biochemical constan n few conversion f rs.
useful biochemical constants, and a few conversion factors electron charges

Units Faraday (%) 96,485 C-mol™" or

Energy, heat, work joule (J) kg-m2-s 2 orC-V 96,485 J,Y R m&l 1

Electric potential volt (V) J-c! Gas constant (R) 83145 J-K"" - mol
Boltzmann constant (kg) 13807 x 1072 J-K " (R/N)

Prefixes for units Planck’s constant (h) 66261 X 1073% J-s

mega (M) 10° nano (n)  10°° Throughout this text, molecular masses of particles are expressed

kilo (k) 10° pico (p) 1072 in units of daltons (D), which are defined as I/12th the mass of

milli (m) 1073 femto () 1071° a '°C atom (1000 D = 1 kilodalton, kD). Biochemists also use

micro () 1076 atto (a) 10718 molecular weight, a dimensionless quantity defined as the ratio
of the particle mass to I/12th the mass of a 2C atom, which is

Conversions symbolized M, (for relative molecular mass).

angstrom (A) 1079 m

calorie (cal) 4184 J

kelvin (K) degrees Celsius (°C) + 273.15




Thermodynamics is useful for indicating the spontaneity of a process. A spon-
taneous process occurs without the input of additional energy from outside the
system. (Thermodynamic spontaneity has nothing to do with how quickly a
process occurs.) The first law of thermodynamics, however, cannot by itself deter-
mine whether a process is spontaneous. Consider two objects of different temper-
atures that are brought together. Heat spontaneously flows from the warmer object
to the cooler one, never vice versa. Yet either process would be consistent with the
first law of thermodynamics since the aggregate energy of the two objects does not
change. Therefore, an additional criterion of spontaneity is needed.

B The Second Law of Thermodynamics States
That Entropy Tends to Increase

According to the second law of thermodynamics, spontaneous processes are charac-
terized by the conversion of order to disorder. In this context, disorder is defined
as the number of energetically equivalent ways, W, of arranging the compo-
nents of a system. To make this concept concrete, consider a system consist-
ing of two bulbs of equal volume, one of which contains molecules of an ideal
gas (Fig. 1-10). When the stopcock connecting the bulbs is open, the mole-
cules become randomly but equally distributed between the two bulbs. The
equal number of gas molecules in each bulb is not the result of any law of
motion; it is because the probabilities of all other distributions of the mole-
cules are so overwhelmingly small. Thus, the probability of all the molecules
in the system spontaneously rushing into the left bulb (the initial condition)
is nil, even though the energy and enthalpy of that arrangement are exactly
the same as those of the evenly distributed molecules.

The degree of randomness of a system is indicated by its entropy (Greek:
en, in + trope, turning), abbreviated S:

S = kB InW [1’5]

where kg is the Boltzmann constant. The units of S are J - K™ (absolute
temperature, in units of kelvins, is a factor because entropy varies with tem-
perature; e.g., a system becomes more disordered as its temperature rises). The
most probable arrangement of a system is the one that maximizes Wand hence
S. Thus, if a spontaneous process, such as the one shown in Fig. 1-10, has
overall energy and enthalpy changes (AU and AH) of zero, its entropy change
(AS) must be greater than zero; that is, the number of equivalent ways of ar-
ranging the final state must be greater than the number of ways of arranging
the initial state. Furthermore, because

ASsystem + ASsurroundings = ASu >0 [1‘6]

niverse

all processes increase the entropy—that is, the disorder—of the universe.

In chemical and biological systems, it is impractical, if not impossible, to
determine the entropy of a system by counting all the equivalent arrangements
of its components (W). However, there is an entirely equivalent expression for
entropy that applies to the constant-temperature conditions typical of biolog-
ical systems: for a spontaneous process,

9
AS=— 1-
§=-. (1-7]

Thus, the entropy change in a process can be experimentally determined from
measurements of heat.

C The Free Energy Change Determines the Spontaneity of a Process

The spontaneity of a process cannot be predicted from a knowledge of the
system’s entropy change alone. For example, 2 mol of H, and 1 mol of O,,
when sparked, react to form 2 mol of H,O. Yet two water molecules, each of
whose three atoms are constrained to stay together, are more ordered than are

13
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FIG. 1-10 lllustration of entropy. In (a), a
gas occupies the leftmost of two equal-sized
bulbs and hence the entropy is low. When the
stopcock is opened (b), the entropy increases as
the gas molecules diffuse back and forth
between the bulbs and eventually become
distributed evenly, half in each bulb.
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the three diatomic molecules from which they formed. Thus, the reaction oc-
curs with a decrease in the system’s entropy.

What, then, is the thermodynamic criterion for a spontaneous process?
Equations 1-4 and 1-7 indicate that at constant temperature and pressure

qp AH
AS= —=— 1-8
T e [1-8]
Thus,
AH—-—TAS=0 [1-9]

This is the true criterion for spontaneity as formulated, in 1878, by J. Willard Gibbs.
He defined the Gibbs free energy (G, usually called just free energy) as

G=H-TS [1-10]

The change in free energy for a process is AG. Consequently, spontaneous
processes at constant temperature and pressure have

|[AG= AH — TAS < 0| [1-11]

Such processes are said to be exergonic (Greek: ergon, work). Processes that
are not spontaneous have positive AG values (AG > 0) and are said to be
endergonic; they must be driven by the input of free energy. If a process is
exergonic, the reverse of that process is endergonic and vice versa. Thus, the
AG value for a process indicates whether the process can occur spontaneously
in the direction written (see Sample Calculation 1-1). Processes at equilibrium,
those in which the forward and reverse reactions are exactly balanced, are char-
acterized by AG = 0. For the most part, only changes in free energy, enthalpy,
and entropy (AG, AH, and AS) can be measured, not their absolute values
(G, H, and ).

A process that is accompanied by an increase in enthalpy (AH > 0), which
opposes the process, can nevertheless proceed spontaneously if the entropy
change is sufficiently positive (AS > 0; Table 1-4). Conversely, a process that
is accompanied by a decrease in entropy (AS < 0) can proceed if its enthalpy
change is sufficiently negative (AH < 0). It is important to emphasize that 2
large negative value of AG does not ensure that a process such as a chemical reac-
tion will proceed ar a measurable rate. The rate depends on the detailed mechanism
of the reaction, which is independent of AG.

Free energy as well as energy, enthalpy, and entropy are state functions.
In other words, their values depend only on the current state or properties of
the system, not on how the system reached that state. Therefore, thermody-
namic measurements can be made by considering only the initial and final states

TABLE 1-4 Variation of Reaction Spontaneity (Sign of AG) with the Signs

of AH and AS
AH AS AG = AH - TAS
— + The reaction is both enthalpically favored (exothermic) and
entropically favored. It is spontaneous (exergonic) at all
temperatures.

- - The reaction is enthalpically favored but entropically opposed.
It is spontaneous only at temperatures below T = AH/AS.

+ + The reaction is enthalpically opposed (endothermic) but
entropically favored. It is spontaneous only at temperatures

above T = AHIAS.

+ - The reaction is both enthalpically and entropically opposed. It is
nonspontaneous (endergonic) at all temperatures.




SAMPLE CALCULATION 1-1

: The enthalpy and entropy of the initial and final states of a reacting system are :
: shown in the table.

H (J - mol™Y) S(J-K ' mol™)
Initial state (before reaction) 54,000 22
: Final state (after reaction) 60,000 43

a. Calculate the change in enthalpy and change in entropy for the reaction.

b. Calculate the change in free energy for the reaction when the temperature is 4°C. :
Is the reaction spontaneous?

: c. Is the reaction spontaneous at 37°C?

“a. AH= Hypy — Higaw = 60,000 ] -mol ™" — 54,000 J-mol ™' = 6000 J - mol ™"
COAS = Spt — St = AS =43 J-K emol ™! — 22 J-K '+ mol ! :
: =21J-K '-mol™! :
b. First, convert temperature from °C to K: 4 + 273 = 277 K. Then use Eq. 1-11.
: AG = AH — TAS

G = (6000 J-mol™") — (277 K)(21 J-K ' -mol ™)
= 6000 J-mol™" — 5817 J*mol™" = 183 J- mol ™'

The value for AG is greater than zero, so this is an endergonic (nonspontaneous) :
reaction at 4°C.

¢ c. Convert temperature from °C to K: 37 + 273 = 310 K.
: AG = AH — TAS

G = (6000 J+mol™") — (310 K)(21 J- K '-mol™")
= 6000 J-mol™" — 6510 J-mol™" = =510 J- mol ™'

The value for AG is less than zero, so the reaction is spontaneous (exergonic) :

at 37°C.

of ‘the system and ignoring all the stepwise changes in enthalpy and entropy that oc-
cur in between. For example, it is 1mp0551ble to dlrectly measure the energy change
for the reaction of glucose with O, in a living organism because of the numer-
ous other simultaneously occurring chemical reactions. But since AG depends on
only the initial and final states, the combustion of glucose can be analyzed in
any convenient apparatus, using the same starting materials (glucose and O,)

and end products (CO, and H,O) that would be obtained iz vivo.

D Free Energy Changes Can Be Calculated
from Equilibrium Concentrations

The entropy (disorder) of a substance increases with its volume. For example,
a collection of gas molecules, in occupying all of the volume available to i,
maximizes its entropy. Similarly, dissolved molecules become uniformly dis-
tributed throughout their solution volume. Entropy is therefore a function of
concentration.

If entropy varies with concentration, so must free energy. Thus, zhe free
energy change of a chemical reaction depends on the concentrations of both its
reacting substances (reactants) and its reaction products. This phenomenon has
great significance because many biochemical reactions operate spontaneously
in either direction depending on the relative concentrations of their reactants
and products.

15
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SAMPLE CALCULATION 1-2

The standard free energy change for the re-
: action A—> B is —15 kJ - mol~'. What is
: the equilibrium constant for the reaction?

: Since AG® is known, Eq. 1-17 can be used

: to calculate K. Assume the temperature is :

: 25°C (298 K): :

K. = ¢ AGTRT

HEA :
— [(715,000 J-mol™)/(8.314] - mol ™ - K )(298 K) :

6.0

Equilibrium Constants Are Related to AG. The relationship between the
concentration and the free energy of a substance A is approximately

Gpn = G% + RT In[A] [1-12]

where G, is known as the partial molar free energy or the chemical poten-
tial of A (the bar indicates the quantity per mole), Gj is the partial molar
free energy of A in its standard state, R is the gas constant, and [A] is the
molar concentration of A. Thus, for the general reaction

aA + B — ¢C + 4D

the free energy change is

AG= G+ dGp — aG, — bGy [1-13]
and

AG® = G + dGY — aG] — bGY [1-14]
because free energies are additive and the free energy change of a reaction is

the sum of the free energies of the products less those of the reactants.
Substituting these relationships into Eq. 1-12 yields

[C]‘[D]d>
[A][B)’

where AG® is the free energy change of the reaction when all of its reactants
and products are in their standard states (see below). Thus, the expression for
the free energy change of a reaction consists of two parts: (1) a constant term
whose value depends only on the reaction taking place and (2) a variable term
that depends on the concentrations of the reactants and the products, the stoi-
chiometry of the reaction, and the temperature.

For a reaction at equilibrium, there is no zer change because the free en-
ergy change of the forward reaction exactly balances that of the reverse reac-
tion. Consequently, AG = 0, so Eq. 1-15 becomes

AG=AG° + RTln( [1-15]

|AG® = —RTIn K| [1-16]
where K., is the familiar equilibrium constant of the reaction:
Clea[DI: :
= [ ]aq[ ]bq _ —AGYRT [1-17]
[AJeg[Bleg

«

The subscript “eq” denotes reactant and product concentrations at equilib-
rium. (The equilibrium condition is usually clear from the context of the sit-
uation, so equilibrium concentrations are usually expressed without this
subscript.) The equilibrium constant of a reaction can therefore be calculated from
standard free energy data and vice versa (see Sample Calculation 1-2). The actual
free energy change for a reaction can be calculated from the standard free
energy change (AG®’) and the actual concentrations of the reactants and prod-
ucts (see Sample Calculation 1-3).

SAMPLE CALCULATION 1-3

: Using the data provided in Sample Calculation 1-2, what is the actual free energy
: change for the reaction A — B at 37°C when [A] = 10 mM and [B] = 0.1 mM?

Use Equation 1-15.

L (B]

© AG = AG° + RTln—

: [A]

—15,000 J-mol ' + (8.314 J-mol 'K (37 + 273 K) In(0.1/10)
= —15,000 J-mol™' — 11,900 J - mol !

= —26,900 J+mol !

L AG



Equations 1-15 through 1-17 indicate that when the reactants in a process
are in excess of their equilibrium concentrations, the net reaction will proceed
in the forward direction until the excess reactants have been converted to prod-
ucts and equilibrium is attained. Conversely, when products are in excess, the
net reaction proceeds in the reverse direction. Thus, as Le Chételier’s principle
states, any deviation from equilibrium stimulates a process that tends to restore
the system to equilibrium. In cells, many metabolic reactions are freely re-
versible, and the direction of the reaction can shift as reactants and products
are added to or removed from the cell. Some metabolic reactions, however,
proceed in only one direction, so the cell can therefore maintain reactant and
product concentrations far from their equilibrium values.

K Depends on Temperature. The manner in which the equilibrium constant
varies with temperature can be seen by substituting Eq. 1-11 into Eq. 1-16

and rearranging:
—AH® (1 AS°
hKg=——"\|%)+— [1-18]
4 R T R

where H° and S° represent enthalpy and entropy in the standard state. Equation
1-18 has the form y = mx + b, the equation for a straight line. A plot of In
K.y versus 1/ 7, known as a van't Hoff plot, permits the values of AH° and AS°
(and hence AG®) to be determined from measurements of K, at two (or more)
different temperatures. This method is often more practical than directly meas-
uring AH and AS by calorimetry (which measures the heat, ¢p, of a process).

Biochemists Have Defined Standard-State Conventions. In order to com-
pare free energy changes for different reactions, it is necessary to express AG
values relative to some standard state (likewise, we refer the elevations of ge-
ographic locations to sea level, which is arbitrarily assigned the height of zero).
According to the convention used in physical chemistry, a solute is in its stan-
dard state when the temperature is 25°C, the pressure is 1 atm, and the solute
has an activity of 1 (activity of a substance is its concentration corrected for
its nonideal behavior at concentrations higher than infinite dilution).

The concentrations of reactants and products in most biochemical reac-
tions are usually so low (on the order of millimolar or less) that their activi-
ties are closely approximated by their molar concentrations. Furthermore,
because biochemical reactions occur near neutral pH, biochemists have
adopted a somewhat different standard-state convention:

1. The activity of pure water is assigned a value of 1, even though its con-
centration is 55.5 M. This practice simplifies the free energy expres-
sions for reactions in dilute solutions involving water as a reactant,
because the [H,O] term can then be ignored.

2. The hydrogen ion (H™) activity is assigned a value of 1 at the physi-
ologically relevant pH of 7. Thus, the biochemical standard state is
pH 7.0 (neutral pH, where [H"] = 1077 M) rather than pH 0
([H"] = 1 M), the physical chemical standard state, where many bi-
ological substances are unstable.

3. The standard state of a substance that can undergo an acid-base reac-
tion is defined in terms of the total concentration of its naturally oc-
curring ion mixture at pH 7. In contrast, the physical chemistry
convention refers to a pure species whether or not it actually exists at
pH 0. The advantage of the biochemistry convention is that the total
concentration of a substance with multiple ionization states, such as
most biological molecules, is usually easier to measure than the concen-
tration of one of its ionic species. Since the ionic composition of an
acid or base varies with pH, however, the standard free energies calcu-
lated according to the biochemical convention are valid only at pH 7.

17
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FIG. 1-11 Energy flow in the biosphere.
Plants use the sun’s radiant energy to synthesize
carbohydrates from CO5 and Ho0O. Plants or the
animals that eat them eventually metabolize the
carbohydrates to release their stored free energy
and thereby return CO5 and H50 to the
environment.

Under the biochemistry convention, the standard free energy changes of reac-
tions are customarily symbolized by AG°" to distinguish them from physical
chemistry standard free energy changes, AG°. If a reaction includes neither
H,O, H", nor an ionizable species, then AG®" = AG°.

E Life Obeys the Laws of Thermodynamics

At one time, many scientists believed that life, with its inherent complexity and
order, somehow evaded the laws of thermodynamics. However, elaborate meas-
urements on living animals are consistent with the conservation of energy pre-
dicted by the first law. Unfortunately, experimental verification of the second
law is not practicable, since it requires dismantling an organism to its compo-
nent molecules, which would result in its irreversible death. Consequently, it is
possible to assert only that the entropy of living matter is less than that of the
products to which it decays. Life persists, however, because a system (a living or-
ganism) can be ordered at the expense of disordering its surroundings to an even
greater extent. In other words, the total entropy of the system plus its surround-
ings increases, as required by the second law. Living organisms achieve order
by disordering (breaking down) the nutrients they consume. Thus, the entropy
content of food is as important as its energy content.

Living Organisms Are Open Systems. Classical thermodynamics applies pri-
marily to reversible processes in isolated systems (which cannot exchange mat-
ter or energy with their surroundings) or in closed systems (which can only
exchange energy). An isolated system inevitably reaches equilibrium. For exam-
ple, if its reactants are in excess, the forward reaction will proceed faster than
the reverse reaction until equilibrium is attained (AG = 0), at which point the
forward and reverse reactions exactly balance each other. In contrast, open sys-
tems, which exchange both matter and energy with their surroundings, can
reach equilibrium only after the flow of matter and energy has stopped.
Living organisms, which take up nutrients, release waste products, and gener-
ate work and heat, are open systems and therefore can never be ar equilibrium. They
continuously ingest high-enthalpy, low-entropy nutrients, which they convert to
low-enthalpy, high-entropy waste products. The free energy released in this
process powers the cellular activities that produce the high degree of organiza-
tion characteristic of life. If this process is interrupted, the system ultimately
reaches equilibrium, which for living things is synonymous with death. An ex-
ample of energy flow in an open system is illustrated in Fig. 1-11. Through
photosynthesis, plants convert radiant energy from the sun, the primary energy

Radiant energy
from the sun

Heat loss

Carbohydrates
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source for life on the earth, to the chemical energy of carbohydrates and other Summary
organic substances. The plants, or the animals that eat them, then metabolize
these substances to power such functions as the synthesis of biomolecules, the
maintenance of intracellular ion concentrations, and cellular movements.

Living Things Maintain a Steady State. Even in a system that is not at equi-
librium, matter and energy flow according to the laws of thermodynamics. For
example, materials tend to move from areas of high concentration to areas of
low concentration. This is why blood takes up O, in the lungs, where O, is
abundant, and releases it to the tissues, where O, is scarce.

Living systems are characterized by being in a steady state. This means
that all flows in the system are constant so that the system does not change cHECKPOINT
with time. Energy flow in the biosphere (Fig. 1-11) is an example of @ syStem  +-- - erosemremmmmsmscmciiiiescicie
in a steady state. Slight perturbations from the steady state give rise to changes * Summarize the relationship between
in flows that restore the system to the steady state. In all living systems, en- energy (U), h.eat (9), and work (w).
ergy flow is exclusively “downhill” (AG < 0). In addition, nature is inherently ~* Restate the first and second laws of
dissipative, so the recovery of free energy from a biochemical process is never thermodynamics.

pative, y gy p
total and some energy is always lost to the surroundings.

* Use the analogy of a china cabinet to
describe a system with low entropy or
high entropy.

e Explain why changes in both enthalpy
(AH) and entropy (AS) determine the
spontaneity of a process.

Enzymes Catalyze Biochemical Reactions. Nearly all the molecular compo-
nents of an organism can potentially react with each other, and many of these
reactions are thermodynamically favored (spontaneous). Yet only a subset of
all possible reactions actually occur to a significant extent in a living organism.
The rate of a particular reaction depends not on the free energy difference
between the initial and final states but on the actual path through which the
reactants are transformed to products. Living organisms take advantage of cat-
alysts, substances that increase the rate at which the reaction approaches equi-
librium without affecting the reaction’s AG. Biological catalysts are referred to
as enzymes, most of which are proteins.

Enzymes accelerate biochemical reactions by physically interacting with the
reactants and products to provide a more favorable pathway for the transformation
of one to the other. Enzymes increase the rates of reactions by increasing the
likelihood that the reactants can interact productively. Enzymes cannot, how-
ever, promote reactions whose AG values are positive.

* What is the relationship between the rate
of a process and its thermodynamic
spontaneity?

* What is the free energy change for a
reaction at equilibrium?

*  Write the equation showing the relation-
ship between AG® and K.

»  Write the equation showing the relation-
ship between AG, AG®, and the concen-
trations of the reactants and products.

* Explain how biochemists define the
standard state of a solute. Why do

A multitude of enzymes mediate the flow of energy in every cell. As free biochemists and chemists use different
energy is harvested, stored, or used to perform cellular work, it may be trans- conventions?
ferred to other molecules. And although it is tempting to think of free energy « Explain how organisms avoid reaching
as something that is stored in chemical bonds, chemical energy can be trans- equilibrium while maintaining a steady
formed into heat, electrical work, or mechanical work, according to the needs state.
of the organism and the biochemical machinery with which it has been « How do enzymes affect the rate and free
equipped through evolution. energy change of a reaction?
Summary
1 The Origin of Life 3 Thermodynamics
* A model for the origin of life proposes that organisms ultimately ¢ The first law of thermodynamics (energy is conserved) and the
arose from simple organic molecules that polymerized to form second law (spontaneous processes increase the disorder of the uni-
more complex molecules capable of replicating themselves. verse) apply to biochemical processes. The spontaneity of a process
is determined by its free energy change (AG = AH — TAS):
2 Cellular Architecture spontaneous reactions have AG < 0 and nonspontaneous reactions

. . . > 0.
* Compartmentation gave rise to cells that developed metabolic re- have AG > 0
actions for synthesizing biological molecules and generating energy. ~ * The equilibrium constant for a process is related to the standard

o All cells are either prokaryotic or eukaryotic. Eukaryotic cells con- free energy change for that process.

tain a variety of membrane-bounded organelles. * Living organisms are open systems that maintain a steady state.

* Phylogenetic evidence groups organisms into three domains:
archaea, bacteria, and eukarya.

* Natural selection determines the evolution of species.
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Key Terms

prebiotic era 2
organic compound 2
functional group 3
linkage 3

polymer 3
condensation reaction 3
hydrolysis 3
monomer 3
replication 3
natural selection 5
vesicle 6
compartmentation 6
precursor 6

cytoplasm 7
organelle 8
endoplasmic reticulum 8
Golgi apparatus 8
mitochondrion 8
chloroplast 8
lysosome 8
peroxisome 8
vacuole 8
cytosol 8
cytoskeleton 8
taxonomy 9
phylogeny 9

catalyst 6 archaea 9
eukaryote 7 bacteria 9
nucleus 7 eukarya 9

prokaryote 7
virus 7

methanogens 9
halobacteria 9

Problems

1.

Identify the circled functional groups and linkages in the com-
pound below.

OH CHy
HN CH,CH, (‘I*C‘I*CHZ
CH,P H H
| C
2 |

CH

A

CH, O. OH
H H
H H
C0;,0> (OHD
E F

. Why is the cell membrane not an absolute barrier between the

cytoplasm and the external environment?

. A spheroidal bacterium with a diameter of 1 wm contains two

molecules of a particular protein. What is the molar concentra-
tion of the protein?

. How many glucose molecules does the cell in Problem 3 contain

when its internal glucose concentration is 1.0 mM?

. (a) Which has greater entropy, liquid water at 0°C or ice at 0°C?

(b) How does the entropy of ice at —5°C differ, if at all, from
its entropy at —50°C?

. Does entropy increase or decrease in the following processes?

(a) N2+3H2—>2NH3

thermophiles 9
symbiosis 9
mutation 10
thermodynamics 11

G 14
exergonic 14
endergonic 14
equilibrium 14

system 11 state function 14
surroundings 11 Gy 16

U 1 E;‘ 16

q 11 standard state 16

w 12 equilibrium constant 16
H 12 Le Chatelier’s principle 17
qr 12 van’t Hoff plot 17

D 12 activity 17

kD 12

molecular weight, M, 12

isolated system 18
closed system 18

spontaneous process 13 open system 18
w13 steady state 19
S 13 enzyme 19
kg 13
(b) 0
|
H2N - C - NH2 + HZO > COZ + 2 NH3
Urea
(© = =
1M NaCl{ — | T }|—osmNacl
(d) COO~ cloo—
H$ —OH — H? —OPO3~
H,C—OPO3~ H,C—OH

10.

3-Phosphoglycerate 2-Phosphoglycerate

Consider a reaction with AH =15 kJ and AS = 50 J-K™". Is
the reaction spontaneous (a) at 10°C, (b) at 80°C?

For the reaction A — B at 298 K, the change in enthalpy is
—7 kJ »mol ™" and the change in entropy is —25 J+ K '+ mol .
Is the reaction spontancous? If not, should the temperature be
increased or decreased to make the reaction spontaneous?

For the conversion of reactant A to product B, the change in en-
thalpy is 7 kJ - mol™" and the change is entropy is 20 J- K~ -
mol~'. Above what temperature does the reaction become
spontaneous?

Label the following statements true or false:

(a) A reaction is said to be spontaneous when it can proceed in
either the forward or reverse direction.

(b) A spontancous process always happens very quickly.

(c) A nonspontaneous reaction will proceed spontaneously in the
reverse direction.

(d) A spontaneous process can occur with a large decrease in
entropy.



11. When the reaction A + B == C is at equilibrium, the concen-
trations of reactants are as follows: [A] = 2 mM, [B] = 3 mM,
and [C] = 9 mM. What is the standard free energy change for
the reaction?

12. Calculate AG®’ for the reaction A + B == C + D at 25°C
when the equilibrium concentrations are [A] = 10 uM, [B] = 15
uM, [C] = 3 pM, and [D] = 5 pM. Is the reaction exergonic
or endergonic under standard conditions?

13. Calculate the equilibrium constant for the reaction

glucose-1-phosphate + H,O — glucose + H,PO4
at pH 7.0 and 25°C (AG® = —20.9 kJ - mol™").
14. AG®' for the isomerization reaction
glucose-1-phosphate (G1P) == glucose-6-phosphate (G6P)
is =7.1 kJ - mol™". Calculate the equilibrium ratio of [G1P]
to [G6P] at 25°C.
15. The equilibrium constant for the reaction Q — R is 25.

(@) If 50 pM of Q is mixed with 50 pM of R, which way will
the reaction proceed: to generate more Q or more R?
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(b) Calculate the equilibrium concentrations of Q and R.

16. At 10°C, K for a reaction is 100. At 30°C, K, = 10. Does
enthalpy increase or decrease during the reaction?

17. Two biochemical reactions have the same K, = 5 X 10® at tem-
perature 77 = 298 K. However, Reaction 1 has AH°® = —28 kJ
- mol™" and Reaction 2 has AH° = +28 kJ - mol™". The two
reactions utilize the same reactants. Your lab partner has proposed
that you can get more of the reactants to proceed via Reaction 2
rather than Reaction 1 by lowering the temperature of the reac-
tion. Will this strategy work? Why or why not? How much would
the temperature have to be raised or lowered in order to change
the value of K,/K; from 1 to 10?

Look up methanogen and
methanotroph. Where do such organisms occur? Summarize how
they obtain matter and energy from their surroundings. Draw a dia-
gram to illustrate the metabolic interdependence of methanogens
and methanotrophs.

DeLong, E.F. and Pace, N.R., Environmental diversity of bacteria and
archaea, Syst. Biol. 593, 470-478 (2001). [Describes some of the
challenges of classifying microbial organisms among the three
domains. ]
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Chapter 5, W.H. Freeman (2008). [This and other cell biology text-

books offer thorough reviews of cellular structure.]

Thermodynamics

Tinoco, 1., Jr., Sauer, K., Wang, J.C., and Puglisi, J.C., Physical Chemistry.
Principles and Applications in Biological Sciences (4th ed.), Chapters 2-5,
Prentice-Hall (2002). [Most physical chemistry texts treat thermo-
dynamics in some detail.]

van Holde, K.E., Johnson, W.C., and Ho, PS., Principles of Physical
Biochemistry (2nd ed.), Chapters 2 and 3, Prentice-Hall (2006).
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The splash caused by a droplet falling onto a water surface is a manifestation of the
internal cohesion of water due mainly to hydrogen bonding between water molecules.
Such weak bonds also play a central role in the structures and functions of biological
molecules. [StudioSource/Alamy]

Any study of the chemistry of life must include a study of water. Biological
molecules and the reactions they undergo can be best understood in the con-
text of their aqueous environment. Not only are organisms made mostly of
water (about 70% of the mass of the human body is water), they are sur-
rounded by water on this, the “blue planet.” Aside from its sheer abundance,
water is central to biochemistry for the following reasons:

1. Nearly all biological molecules assume their shapes (and therefore their
functions) in response to the physical and chemical properties of the
surrounding water.

2. The medium for the majority of biochemical reactions is water.
Reactants and products of metabolic reactions, nutrients as well as waste
products, depend on water for transport within and between cells.

3. Water itself actively participates in many chemical reactions that sup-
. . . + —
port life. Frequently, the ionic components of water, the H" and OH
ions, are the true reactants. In fact, the reactivity of many functional
groups on biological molecules depends on the relative concentrations
of H" and OH " in the surrounding medium.

All organisms require water, from the marine creatures who spend their
entire lives in an aqueous environment to terrestrial organisms who must guard
their watery interiors with protective skins. Not surprisingly, living organisms
can be found wherever there is liquid water—in hydrothermal vents as hot as
121°C and in the cracks and crevices between rocks hundreds of meters beneath
the surface of the earth. Organisms that survive desiccation do so only by
becoming dormant, as seeds or spores.

An examination of water from a biochemical point of view requires a look
at the physical properties of water, its powers as a solvent, and its chemical
behavior—that is, the nature of aqueous acids and bases.



1 Physical Properties of Water

KEY CONCEPTS

*  Water molecules, which are polar, can form hydrogen bonds with other molecules.

* In ice, water molecules are hydrogen bonded in a crystalline array, but in liquid
water, hydrogen bonds rapidly break and re-form in irregular networks.

e The attractive forces acting on biological molecules include ionic interactions,
hydrogen bonds, and van der Waals interactions.

* Polar and ionic substances can dissolve in water.

» The hydrophobic effect explains the exclusion of nonpolar groups as a way to
maximize the entropy of water molecules.

* Amphiphilic substances form micelles or bilayers that hide their hydrophobic
groups while exposing their hydrophilic groups to water.

* Molecules diffuse across membranes which are permeable to them from regions
of higher concentration to regions of lower concentration.

* In dialysis, solutes diffuse across a semipermeable membrane from regions of
higher concentration to regions of lower concentration.

The colorless, odorless, and tasteless nature of water belies its fundamental im-
portance to living organisms. Despite its bland appearance to our senses, wa-
ter is anything but inert. Its physical properties—unique among molecules of
similar size—give it unparalleled strength as a solvent. And yet its limitations
as a solvent also have important implications for the structures and functions
of biological molecules.

A Water Is a Polar Molecule

A water molecule consists of two hydrogen atoms bonded to an oxygen atom.
The O—H bond distance is 0.958 A (1 A = 107" m), and the angle formed
by the three atoms is 104.5° (Fig. 2-1). The hydrogen atoms are not arranged
linearly, because the oxygen atom’s four sp° hybrid orbitals extend roughly to-
ward the corners of a tetrahedron. Hydrogen atoms occupy two corners of the
tetrahedron, and the nonbonding electron pairs of the oxygen atom occupy

the other two corners (in a perfectly tetrahedral molecule, such as methane,
CHy, the bond angles are 109.5°).

Water Molecules Form Hydrogen Bonds. The angular geometry of the wa-
ter molecule has enormous implications for living systems. Water is a polar
molecule: the oxygen atom with its unshared electrons carries a partial nega-
tive charge (8 ) of —0.66¢, and the hydrogen atoms each carry a partial pos-
itive charge (8") of +0.33¢, where ¢ s the charge of the electron. Electrostatic
attractions between the dipoles of water molecules are crucial to the proper-
ties of water itself and to its role as a biochemical solvent. Neighboring water
molecules tend to orient themselves so that the O—H bond of one water mol-
ecule (the positive end) points toward one of the electron pairs of the other
water molecule (the negative end). The resulting directional intermolecular
association is known as a hydrogen bond (Fig. 2-2).

In general, a hydrogen bond can be represented as D—H--+ A, where D—H
is a weakly acidic “donor” group such as O—H, N—H, or sometimes S—H,
and A is a weakly basic “acceptor” atom such as O, N, or occasionally S. Hydrogen
bonds are structurally characterized by an H---A distance that is at least 0.5 A
shorter than the calculated van der Waals distance (the distance of closest
approach between two nonbonded atoms). In water, for example, the O---H
hydrogen bond distance is ~1.8 A versus 2.6 A for the corresponding van der
Waals distance.

A single water molecule contains two hydrogen atoms that can be “do-
nated” and two unshared electron pairs that can act as “acceptors,” so each
molecule can participate in a maximum of four hydrogen bonds with other
water molecules. Although the energy of an individual hydrogen bond
(~20 kJ - mol ™) is relatively small (e.g., the energy of an O—H covalent
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FIG. 2-1 Structure of the water molecule.
(a) The shaded outline represents the van der
Waals envelope, the effective “surface” of the
molecule. (b) The oxygen atom's sp° orbitals are
arranged tetrahedrally. Two orbitals contain
nonbonding electron pairs.
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FIG. 2-2 A hydrogen bond between

two water molecules. The strength of the
interaction is maximal when the O—H covalent
bond of one molecule points directly toward the
lone-pair electron cloud of the other.
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FIG. 2-3 The structure of ice. Each water
molecule interacts tetrahedrally with four other
water molecules. Oxygen atoms are red and
hydrogen atoms are white. Hydrogen bonds are
represented by dashed lines. [After Pauling, L.,
The Nature of the Chemical Bond (3rd ed)),

p. 465, Cornell University Press (1960)]

~
~
~

FIG. 2-4 Rings of water molecules. These
models, containing three, four, or five molecules,
are based on theoretical predictions and
spectroscopic data. [After Liu, K, Cruzan, J.D,
and Saykally, RJ,, Science 271, 929 (1996).]

bond is 460 kJ + mol "), the sheer number of hydrogen bonds in a sample of
water is the key to its remarkable properties.

Ice Is a Crystal of Hydrogen-Bonded Water Molecules. The structure of ice
provides a striking example of the cumulative strength of many hydrogen
bonds. X-Ray and neutron diffraction studies have established that water mol-
ecules in ice are arranged in an unusually open structure. Each water mole-
cule is tetrahedrally surrounded by four nearest neighbors to which it is
hydrogen bonded (Fig. 2-3). As a consequence of its open structure, water is
one of the very few substances that expands on freezing (at 0°C, liquid water
has a density of 1.00 g+ mL ™", whereas ice has a density of 0.92 g+ mL™").
The expansion of water on freezing has overwhelming consequences for
life on the earth. Suppose that water contracted on freezing, that is, became
more dense rather than less dense. Ice would then sink to the bottoms of lakes
and oceans rather than float. This ice would be insulated from the sun so that
oceans, with the exception of a thin surface layer of liquid in warm weather,
would be permanently frozen solid (the water at great depths, even in tropi-
cal oceans, is close to 4°C, its temperature of maximum density). Thus, the
earth would be locked in a permanent ice age and life might never have arisen.
The melting of ice represents the collapse of the strictly tetrahedral orien-
tation of hydrogen-bonded water molecules, although hydrogen bonds between
water molecules persist in the liquid state. In fact, liquid water is only ~15%
less hydrogen bonded than ice at 0°C. Indeed, the boiling point of water is
264°C higher than that of methane, a substance with nearly the same molec-
ular mass as H,O but which is incapable of hydrogen bonding (substances with
similar intermolecular associations and equal molecular masses should have
similar boiling points). This difference reflects the extraordinary internal cohe-
siveness of liquid water resulting from its intermolecular hydrogen bonding.

The Structure of Liquid Water Is Irregular. Because each molecule of liquid
water reorients about once every 10~ > s, very few experimental techniques
can explore the instantaneous arrangement of these water molecules.
Theoretical considerations and spectroscopic evidence suggest that molecules
in liquid water are each hydrogen bonded to four nearest neighbors, as they
are in ice. These hydrogen bonds are distorted, however, so the networks of
linked molecules are irregular and varied. For example, three- to seven-
membered rings of hydrogen-bonded molecules commonly occur in liquid
water (Fig. 2-4), in contrast to the six-membered rings characteristic of ice
(Fig. 2-3). Moreover, these networks continually break up and re-form every
2 X 107" s or so. Liquid water therefore consists of a rapidly fluctuating, three-
dimensional network of hydrogen-bonded H>O molecules.

Hydrogen Bonds and Other Weak Interactions Influence Biological
Molecules. Biochemists are concerned not just with the strong covalent bonds
that define chemical structure but with the weak forces that act under rela-
tively mild physical conditions. The structures of most biological molecules
are determined by the collective influence of many individually weak interac-
tions. The weak electrostatic forces that interest biochemists include ionic in-
teractions, hydrogen bonds, and van der Waals forces.

The strength of association of ionic groups of opposite charge depends on
the chemical nature of the ions, the distance between them, and the polarity
of the medium. In general, the strength of the interaction between two charged
groups (i.e., the energy required to completely separate them in the medium
of interest) is less than the energy of a covalent bond but greater than the en-
ergy of a hydrogen bond (Table 2-1).

The noncovalent associations between neutral molecules, collectively
known as van der Waals forces, arise from electrostatic interactions among



TABLE 2-1 Bond Energies in Biomolecules

Bond Strength

Type of Bond Example (J - mol ™)
Covalent O—H 460
C—H 414
CcC—C 348
Noncovalent
lonic interaction —COO ™ ---"H;N— 86
van der Waals forces _
Hydrogen bond —O—H-0_ 20
Dipole—dipole interaction ;C =0 ';C=O 9.3
H H
London dispersion forces —(ll—H~ H— IC— 0.3
H H

permanent or induced dipoles (the hydrogen bond is a special kind of di-
polar interaction). Interactions among permanent dipoles such as carbonyl groups
(Fig. 2-54) are much weaker than ionic interactions. A permanent dipole also
induces a dipole moment in a neighboring group by electrostatically distort-
ing its electron distribution (Fig. 2-564). Such dipole—induced dipole interac-
tions are generally much weaker than dipole-dipole interactions.

At any instant, nonpolar molecules have a small, randomly oriented di-
pole moment resulting from the rapid fluctuating motion of their electrons.
This transient dipole moment can polarize the electrons in a neighboring
group (Fig. 2-5¢), so that the groups are attracted to each other. These so-
called London dispersion forces are extremely weak and fall off so rapidly
with distance that they are significant only for groups in close contact. They
are, nevertheless, extremely important in determining the structures of biolog-
ical molecules, whose interiors contain many closely packed groups.

B Hydrophilic Substances Dissolve in Water

Solubility depends on the ability of a solvent to interact with a solute more
strongly than solute particles interact with each other. Water is said to be the
“universal solvent.” Although this statement cannot literally be true, water cer-
tainly dissolves more types of substances and in greater amounts than any other
solvent. In particular, the polar character of water makes it an excellent sol-
vent for polar and ionic materials, which are said to be hydrophilic (Greek:
hydro, water + philos, loving). On the other hand, nonpolar substances are
virtually insoluble in water (“oil and water don’t mix”) and are consequently
described as hydrophobic (Greek: phobos, fear). Nonpolar substances, how-
ever, are soluble in nonpolar solvents such as CCly and hexane. This informa-
tion is summarized by another maxim, “like dissolves like.”

Why do salts such as NaCl dissolve in water? Polar solvents, such as wa-
ter, weaken the attractive forces between oppositely charged ions (such as Na™
and Cl ) and can therefore hold the ions apart. (In nonpolar solvents, ions
of opposite charge attract each other so strongly that they coalesce to form a
solid salt.) An ion immersed in a polar solvent such as water attracts the op-
positely charged ends of the solvent dipoles (Fig. 2-6). The ion is thereby sur-
rounded by one or more concentric shells of oriented solvent molecules. Such
ions are said to be solvated or, when water is the solvent, to be hydrated.

The water molecules in the hydration shell around an ion move more
slowly than water molecules that are not involved in solvating the ion. In bulk
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(a) Interactions between permanent dipoles
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(b) Dipole-induced dipole interactions
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(c) London dispersion forces
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FIG. 2-5 Dipole-dipole interactions.
The strength of each dipole is indicated by the
thickness of the accompanying arrow.

(a) Interaction between permanent dipoles.

(b) Dipole—induced dipole interaction. (c) London
dispersion forces.

FIG. 2-6 Solvation of ions. The dipoles of
the surrounding water molecules are oriented
according to the charge of the ion. Only one
layer of solvent molecules is shown.
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FIG. 2-7 Hydrogen bonding by functional

groups. Water forms hydrogen bonds with (a)

hydroxy! groups, (b) keto groups, (c) carboxylate
ions, and (d) ammonium ions.

|1| Identify the hydrogen bond donors and

acceptors.

water, the energetic cost of breaking a hydrogen bond is low because another
hydrogen bond is likely to be forming at the same time. The cost is higher
for the relatively ordered water molecules of the hydration shell. The energet-
ics of solvation also play a role in chemical reactions, since a reacting group
must shed its waters of hydration (the molecules in its hydration shell) in or-
der to closely approach another group.

The bond dipoles of uncharged polar molecules make them soluble in
aqueous solutions for the same reasons that ionic substances are water soluble.
The solubilities of polar and ionic substances are enhanced when they carry
functional groups, such as hydroxyl (OH), carbonyl (C=0), carboxylate
(COO™), or ammonium (NH7Y) groups, that can form hydrogen bonds with
water as illustrated in Fig. 2-7. Indeed, water-soluble biomolecules such as
proteins, nucleic acids, and carbohydrates bristle with just such groups.
Nonpolar substances, in contrast, lack hydrogen-bonding donor and acceptor
groups.

C The Hydrophobic Effect Causes Nonpolar Substances
to Aggregate in Water

When a nonpolar substance is added to an aqueous solution, it does not dis-
solve but instead is excluded by the water. The tendency of water to minimize
its contacts with hydrophobic molecules is termed the hydrophobic effect. Many
large molecules and molecular aggregates, such as proteins, nucleic acids, and
cellular membranes, assume their shapes at least partially in response to the
hydrophobic effect.

Consider the thermodynamics of transferring a nonpolar molecule from
an aqueous solution to a nonpolar solvent. In all cases, the free energy change
is negative, which indicates that such transfers are spontaneous processes
(Table 2-2). Interestingly, these transfer processes are either endothermic (pos-
itive AH) or isothermic (AH = 0); that is, it is enthalpically more or less
equally favorable for nonpolar molecules to dissolve in water as in nonpolar
media. In contrast, the entropy change (expressed as — 7AS) is large and neg-
ative in all cases. Clearly, the transfer of a hydrocarbon from an aqueous
medium to a nonpolar medium is entropically driven (i.e., the free energy
change is mostly due to an entropy change).

Entropy, or “randomness,” is a measure of the order of a system (Sec-
tion 1-3B). If entropy increases when a nonpolar molecule leaves an aqueous

TABLE 2-2 Thermodynamic Changes for Transferring Hydrocarbons from Water to Nonpolar Solvents at 25°C

AH —TAS AG

Process (kJ - mol™1) (kJ - mol™") (kJ - mol™")
CH,4 in H,O == CHy in CsHgq 11.7 —22.6 —10.9
CHy in H,O == CHy in CCl4 10.5 —22.6 —12.1
C,H; in H,O == C,Hj in benzene 9.2 —25.1 —15.9
C,H, in H,O == C,Hj in benzene 6.7 —18.8 —12.1
C,H, in H,O == C,H, in benzene 0.8 —8.8 —-8.0
Benzene in H,O == liquid benzene” 0.0 -17.2 —17.2
Toluene in H,O == liquid toluene” 0.0 —20.0 —20.0

“Data measured at 18°C.

Source: Kauzmann, W., Adv. Protein Chem. 14, 39 (1959).



solution, entropy must decrease when the molecule enters water. This decrease
in entropy when a nonpolar molecule is solvated by water is an experimental
observation, not a theoretical conclusion. Yet the entropy changes are too large
to reflect only the changes in the conformations of the hydrocarbons. Thus
the entropy changes must arise mainly from some sort of ordering of the
water itself. What is the nature of this ordering?

The extensive hydrogen-bonding network of liquid water molecules is
disrupted when a nonpolar group intrudes. A nonpolar group can neither
accept nor donate hydrogen bonds, so the water molecules at the surface of
the cavity occupied by the nonpolar group cannot hydrogen bond to other
molecules in their usual fashion. In order to maximize their hydrogen-bond-
ing ability, these surface water molecules orient themselves to form a hydro-
gen-bonded network enclosing the cavity (Fig. 2-8). This orientation
constitutes an ordering of the water structure since the number of ways that
water molecules can form hydrogen bonds around the surface of a nonpo-
lar group is fewer than the number of ways they can form hydrogen bonds
in bulk water.

Unfortunately, the ever-fluctuating nature of liquid water’s basic structure
has not yet allowed a detailed description of this ordering process. One model
proposes that water forms icelike hydrogen-bonded “cages” around the non-
polar groups. The water molecules of the cages are tetrahedrally hydrogen
bonded to other water molecules, and the ordering of water molecules extends
several layers beyond the first hydration shell of the nonpolar solute.

The unfavorable free energy of hydration of a nonpolar substance caused
by its ordering of the surrounding water molecules has the net result that the
nonpolar substance tends to be excluded from the aqueous phase. This is be-
cause the surface area of a cavity containing an aggregate of nonpolar mole-
cules is less than the sum of the surface areas of the cavities that each of these
molecules would individually occupy (Fig. 2-9). The aggregation of the non-
polar groups thereby minimizes the surface area of the cavity and therefore max-
imizes the entropy of the entire system. In a sense, the nonpolar groups are
squeezed out of the aqueous phase.

Amphiphiles Form Micelles and Bilayers. Most biological molecules have both
polar (or charged) and nonpolar segments and are therefore simultaneously hy-
drophilic and hydrophobic. Such molecules, for example, fatty acid ions (soaps;
Fig. 2-10), are said to be amphiphilic or amphipathic (Greek: amphi, both;
pathos, suffering). How do amphiphiles interact with an aqueous solvent?
Water tends to hydrate the hydrophilic portion of an amphiphile, but it also
tends to exclude the hydrophobic portion. Amphiphiles consequently tend to
form structurally ordered aggregates. For example, micelles are globules of up
to several thousand amphiphilic molecules arranged so that the hydrophilic
groups at the globule surface can interact with the aqueous solvent while the
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CH,CH,CH,CH,CH,CH,CH,CH,CH,CH,CH,CH,CH,CH,CH, — C — O~

Palmitate (C,5H;,CO0™)
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Oleate (C,;H;;,CO07)

FIG. 2-10 Fatty acid anions (soaps). Palmitate and oleate are amphiphilic
compounds; each has a polar carboxylate group and a long nonpolar hydrocarbon chain.
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FIG. 2-8 Orientation of water molecules
around a nonpolar solute. In order to maximize
their number of hydrogen bonds, water
molecules form a “cage” around the solute.
Dashed lines represent hydrogen bonds.
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FIG. 2-9 Aggregation of nonpolar mole-
cules in water. (a) The individual hydration of
dispersed nonpolar molecules (brown) decreases
the entropy of the system because their hydrat-
ing water molecules (dark blue) are not as free
to form hydrogen bonds. (b) Aggregation of the
nonpolar molecules increases the entropy of the
system, since the number of water molecules
required to hydrate the aggregated solutes is less
than the number of water molecules required to
hydrate the dispersed solute molecules. This
increase in entropy accounts for the spontaneous
aggregation of nonpolar substances in water.
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(a) Micelle

H,0
Hydrocarbon
“tails” Polar “head”
groups
(b) Bilayer

FIG. 2-11 Structures of micelles and

bilayers. In aqueous solution, the polar head
groups of amphipathic molecules are hydrated
while the nonpolar tails aggregate by exclusion
from water. (a) A micelle is a spheroidal
aggregate. (b) A bilayer is an extended planar
aggregate.

hydrophobic groups associate at the center, away from the solvent
(Fig. 2-114). Of course, the model presented in Fig. 2-114 is an oversimpli-
fication, since it is geometrically impossible for all the hydrophobic groups to
occupy the center of the micelle. Instead, the amphipathic molecules pack in
a more disorganized fashion that buries most of the hydrophobic groups and
leaves the polar groups exposed (Fig. 2-12).

Alternatively, amphiphilic molecules may arrange themselves to form
bilayered sheets or vesicles in which the polar groups face the aqueous phase
(Fig. 2-114). In both micelles and bilayers, the aggregate is stabilized by the
hydrophobic effect, the tendency of water to exclude hydrophobic groups.

The consequences of the hydrophobic effect are often called hydrophobic
forces or hydrophobic “bonds.” However, the term bond implies a discrete di-
rectional relationship between two entities. The hydrophobic effect acts indi-
rectly on nonpolar groups and lacks directionality. Despite the temptation to
actribute some mutual attraction to a collection of nonpolar groups excluded
from water, their exclusion is largely a function of the entropy of the surround-
ing water molecules, not some “hydrophobic force” among them (the London
dispersion forces between the nonpolar groups are relatively weak).

D Water Moves by Osmosis and Solutes Move by Diffusion

The fluid inside cells and surrounding cells in multicellular organisms is full of
dissolved substances ranging from small inorganic ions to huge molecular aggre-
gates. The concentrations of these solutes affect water’s colligative properties,
the physical properties that depend on the concentration of dissolved substances
rather than on their chemical features. For example, solutes depress the freezing
point and elevate the boiling point of water by making it more difficult for wa-
ter molecules to crystallize as ice or to escape from solution into the gas phase.

Osmotic pressure also depends on the solute concentration. When a solu-
tion is separated from pure water by a semipermeable membrane that permits
the passage of water molecules but not solutes, water tends to move into the
solution in order to equalize its concentration on both sides of the membrane.
Osmosis is the movement of solvent across the membrane from a region of
high concentration (here, pure water) to a region of relatively low concentra-
tion (water containing dissolved solute). The osmotic pressure of a solution is
the pressure that must be applied to the solution to prevent the inward flow
of water; it is proportional to the concentration of the solute (Fig. 2-13). For
a 1 M solution, the osmotic pressure is 22.4 atm. Consider the implications of
osmotic pressure for living cells, which are essentially semipermeable sacs of
aqueous solution. In order to minimize osmotic influx of water, which would
burst the relatively weak cell membrane, many animal cells are surrounded by
a solution of similar osmotic pressure (so there is no net flow of water). Another
strategy, used by most plants and bacteria, is to enclose the cell with a rigid
cell wall that can withstand the osmotic pressure generated within.

When an aqueous solution is separated from pure water by a membrane
that is permeable to both water and solutes, solutes move out of the solution
even as water moves in. The molecules move randomly, or diffuse, until the
concentration of the solute is the same on both sides of the membrane. At

FIG. 2-12 Model of a micelle. Twenty molecules of octyl glucoside (an eight-carbon
chain with a sugar head group) are shown in space-filling form in this computer-generated
model. The polar O atoms of the glucoside groups are red and C atoms are gray. H atoms
have been omitted for clarity. Computer simulations indicate that such micelles have an
irregular, rapidly fluctuating structure (unlike the symmetric aggregate pictured in Fig. 2-11a)
such that portions of the hydrophobic tails are exposed on the micelle surface at any given
instant. [Courtesy of Michael Garavito and Shelagh Ferguson-Miller, Michigan State University,]
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FIG. 2-13 Osmotic pressure. (a) A water-permeable membrane separates a tube of
concentrated solution from pure water. (b) As water moves into the solution by osmosis, the
height of the solution in the tube increases. (c) The pressure that prevents the influx of
water is the osmotic pressure (22.4 atm for a 1 M solution).

this point, equilibrium is established; that is, there is no further ner flow of
water or solute (although molecules continue to move in and out through the
membrane). Note that the tendency for solutes to diffuse from an area of high
concentration to an area of low concentration (i.e., down a concentration gra-
dient) is thermodynamically favored because it is accompanied by an increase
in entropy.

Diffusion of solutes is the basis for the laboratory technique of dialysis.
In this process, solutes smaller than the pore size of the dialysis membrane
freely exchange between the sample and the bulk solution until equilibrium is
reached (Fig. 2-14). Larger substances cannot cross the membrane and remain
where they are. Dialysis is particularly useful for separating large molecules,
such as proteins or nucleic acids, from smaller molecules. Because small solutes
(and water) move freely between the sample and the surrounding medium,
dialysis can be repeated several times to replace the sample medium with an-
other solution.

Dialysis
membrane

Solvent — |

Concentrated — |
solution

FIG. 2-14 Dialysis. (a) A concentrated solution is separated from a large volume of
solvent by a dialysis membrane (shown here as a tube knotted at both ends). Only small
molecules can diffuse through the pores in the membrane. (b) At equilibrium, the concen-
trations of small molecules are nearly the same on either side of the membrane, whereas
the macromolecules remain inside the dialysis bag.
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Sketch a diagram of a water molecule
and indicate the ends that bear partial
positive and negative charges.

Compare the structures of ice and water
with respect to the number and geometry
of hydrogen bonds.

Which of the functional groups listed in
Table 1-2 can function as hydrogen bond

Individuals with kidney failure can undergo a dialysis procedure in which

the blood is pumped through a machine containing a semipermeable mem-
brane. As blood flows along one side of the membrane, a fluid called the
dialysate flows in the opposite direction on the other side. This countercur-
rent arrangement maximizes the concentration differences between the two so-
lutions so that waste materials such as urea and creatinine (present at high
concentration in the blood) will efficiently diffuse through the membrane into
the dialysate (where their concentrations are low). Excess water can also be
eliminated, as it moves into the dialysate by osmosis. The “cleansed” blood is

donors? As hydrogen bond acceptors?

* Describe the nature and relative strength
of covalent bonds, ionic interactions, and
van der Waals interactions (hydrogen
bonds, dipole—dipole interactions, and
London dispersion forces).

then returned to the patient. Some challenges of clinical dialysis are the re-
quirement for ultrapure water to prepare the dialysate and the need to mon-
itor the patients salt and water balance over the long term.

*  What is the relationship between polarity
and hydrophobicity?

* Explain why polar substances dissolve in
water while nonpolar substances do not.

*  What is the role of entropy in the
hydrophobic effect?

* Explain why amphiphiles form
micelles or bilayers in water.

2 Chemical Properties of Water
‘KEY CONCEPTS

* A water molecule dissociates to form H" and OH™ ions, with a dissociation con-
stant of 107 "%,

 The acidity of a solution is expressed as a pH value, where pH = —log [H™].

e An acid is a compound that can donate a proton, and a base is a compound that

can accept a proton.

A dissociation constant varies with the strength of an acid.

The Henderson—Hasselbalch equation relates the pH of a solution of a weak acid

to the pK and the concentrations of the acid and its conjugate base.

» A titration curve demonstrates that if the concentrations of an acid and its conju-
gate base are close, the solution is buffered against changes in pH when acid or
base is added.

e Many biological molecules contain ionizable groups so that they are sensitive to
changes in pH.

¢ How does osmosis differ from
diffusion? Which process occurs
during dialysis?

* Describe the osmotic challenges facing a .
cell placed in pure water or in a high-salt .
solution.

Wiater is not just a passive component of the cell or extracellular environment.

By virtue of its physical properties, water defines the solubilities of other sub-

Not stances. Similarly, water’s chemical properties determine the behavior of other
| molecules in solution.

Proton
S _— jumps H H . N .
\ / A Water lonizes to Form H™ and OH
.0— (0]
H/ \CI:D/.\ @) \ Water is a neutral molecule with a very slight tendency to ionize. We express
o~ 8} this ionization as
| —
H O—H H,0 == H" + OH

There is actually no such thing as a free proton (H") in solution. Rather the
proton is associated with a water molecule as a hydronium ion, H3O The
association of a proton with a cluster of water molecules also gives rise to struc-
tures with the formulas HsO3, H703, and so on. For 31mp11c1ty, however, we
often represent these ions by H'. The other product of water’s ionization is
the hydroxide ion, OH ™

The proton of a hydromum ion can jump rapidly to another water mol-
ecule and then to another (Fig. 2-15). For this reason, the mobilities of H™
and OH " ions in solution are much higher than for other ions, which must
move through the bulk water carrying their waters of hydration. Proton jumping
is also responsible for the observation that acid—base reactions are among the fastest
reactions that take place in aqueous solution.

FIG. 2-15 Proton jumping. Proton jumps
occur more rapidly than direct molecular
migration, accounting for the observed high
ionic mobilities of hydronium ions (and
hydroxide ions) in agueous solutions.

“2 | Draw a similar diagram to show how a
hydroxide ion jumps.

................................................................................................................................



The ionization (dissociation) of water is described by an equilibrium ex-
pression in which the concentration of the parent substance is in the denom-
inator and the concentrations of the dissociated products are in the numerator:

[H"J[OH]
K=——"-— [2-1]
[H20]

K is the dissociation constant (here and throughout the text, quantities in
square brackets symbolize the molar concentrations of the indicated sub-
stances, which in many cases are only negligibly different from their activities;
Section 1-3D). Because the concentration of the undissociated H,O ([H,O])
is so much larger than the concentrations of its component ions, it can be
considered constant and incorporated into K to yield an expression for the
ionization of water,

K,=[H"][OH]

The value of K,,, the ionization constant of water, is 10~ at 25°C.

Pure water must contain equimolar amounts of H" and OH , so [H'] =
[OH] = (K, )1 /2 = 1077 M. Since [H"] and [OH ] are reciprocally
related by Eq. 2-2, when [H H is greater than 10~ 7'M, [OH "] must be cor-
respondingly less and vice versa. Solutions with [H*] = 1077 M are said to
be neutral, those with [H"] > 107 M are said to be acidic, and those with
H'] < 1077 M are said to be basic. Most physiological solutions have
hydrogen ion concentrations near neutrality. For example, human blood is
normally slightly ba51c with [H"] = 4.0 X 107° M.

The values of [H"] for most solutions are 1nconvemently small and thus
impractical to compare. A more practical quantity, which was devised in 1909
by Seren Serenson, is known as the pH:

(2-2]

1
[H"]

pH = —log[H"] = log (2-3]
The hlgher the pH the lower is the H" concentration; the lower the pH, the
higher is the H" concentration (Fig. 2-16). The pH of pure water is 7.0,
whereas acidic solutions have pH < 7.0 and basic solutions have pH > 7.0
(see Sample Calculation 2-1). Note that solutions that differ by one pH unit
differ in [H"] by a factor of 10. The pH values of some common substances
are given in Table 2-3.

Neutral
Acidic eutra Basic

A }
s \Yr N\

1074

1078

lon concentration (M)

10*12

pH
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SAMPLE CALCULATION 2-1

10" % mole of H" (as HCI) is added to 1 liter
. of pure water. Determine the final pH of the :
¢ solution. :

: Pure water has a pH of 7, so its [H'] =
: 1077 M. The added H™ has a concentration :
:of 10~ % M, which overwhelms the [H]
. already present. The total [H "] is therefore :
£ 1.0 X 107% M, so that the pH is equal to °
—log[H ] = —log(1.0 X 10~ 4 = 4. :

TABLE 2-3 pH Values of Some
Common Substances

Substance pH
1 M NaOH 14
Household ammonia 12
Seawater 8
Blood 7.4
Milk 7
Saliva 6.6
Tomato juice 4.4
Vinegar 3
Gastric juice 1.5
1 M HCI 0

FIG. 2-16 Relationship of pH and the
concentrations of H and OH™ in water.
Because the product of [H*] and [OH ] is a
constant (1074, [H*] and [OH ] are
reciprocally related. Solutions with relatively more
H™ are acidic (pH < 7), solutions with relatively
more OH™ are basic (pH > 7), and solutions in
which [H™] = [OH™] = 1077 M are neutral
(pH = 7). Note the logarithmic scale for ion
concentration.
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B Acids and Bases Alter the pH

H" and OH™ ions derived from water are fundamental to the biochemical re-
actions we will encounter later in this book. Biological molecules, such as pro-
teins and nucleic acids, have numerous functional groups that act as acids or
bases, for example, carboxyl and amino groups. These molecules influence the
pH of the surrounding aqueous medium, and their structures and reactivities are
in turn influenced by the ambient pH. An appreciation of acid—base chemistry
is therefore essential for understanding the chemical context of many biological
processes. Box 2-1 describes the effect of ocean acidification on marine life.

An Acid Can Donate a Proton. According to a definition formulated in 1923
by Johannes Bronsted and Thomas Lowry, an acid is a substance that can do-
nate a proton, and a base is a substance that can accept a proton. Under the
Bronsted—Lowry definition, an acid-base reaction can be written as

HA + H,O == H;0" + A~

An acid (HA) reacts with a base (H,O) to form the conjugate base of the
acid (A™) and the conjugate acid of the base (H;0). Accordingly, the ac-
etate ion (CH3COQO ") is the conjugate base of acetic acid (CH3;COOH), and
the ammonium ion (NHY) is the conjugate acid of ammonia (NH3). The
acid—base reaction is frequently abbreviated

HA = H" + A~

........................................................

Box 2-1 Perspectives
in Biochemistry

The Consequences of Ocean Acidification

The human-generated increase in atmospheric carbon dioxide that
is contributing to climate change through global warming is also
impacting the chemistry of the world’s oceans. Atmospheric CO,
dissolves in water and reacts with it to generate carbonic acid,
which immediately dissociates to form protons and bicarbonate:

CO, + HoO = H,COg == H" + HCO3

The addition of hydrogen ions from COg-derived carbonic acid
therefore leads to a decrease in the pH. Currently, the earth’s
oceans are slightly basic, with a pH of approximately 8.0. It has
been estimated that over the next 100 years, the ocean pH could
drop to about 7.8. Although the oceans act as a COy “sink” that
helps mitigate the increase in atmospheric COo, the increase in
acidity in the marine environment represents an enormous chal-
lenge to organisms that must adapt to the new conditions.

A variety of marine organisms, including mollusks, many corals,
and some plankton, use dissolved carbonate ions to construct
protective shells of calcium carbonate (CaCOsz). However, carbon-
ate ions can combine with H* to form bicarbonate:

CO2™ + H" = HCO;

Consequently, the increase in ocean acidity could decrease the

Coccolithophores. [©Science Photo Library/Photolibrary]

availability of carbonate and thereby slow the growth of shell-
building organisms. In fact, experiments have shown that calcifica-
tion is reduced in organisms such as sea urchins and corals under
acidic conditions. It is also possible that ocean acidification could
dissolve existing carbonate-based coral reefs, which are species-
rich ecosystems and important components of marine food chains.

CaCO5 + H™ == HCO3 + Ca?*

Interestingly, not all shell-building organisms respond to high levels
of COy in the same way. Experiments with coccolithophores

..............................................................................................

(single-celled eukaryotes that are encased in calcium carbonate
plates; see photo) indicate that at least under some conditions,
increased COy leads to increased bicarbonate that actually con-
tributes to increased calcification:

Ca?* + 2 HCO3 — CaCOj + COy + HoO

These results suggest that the impact of increased CO, on marine
organisms may not be a simple matter of decreased pH but may
be a more complicated function of the relative amounts of all the
carbon species, which include dissolved COo, HCOg, and CO3"™.

........................................................................................................



with the participation of H,O implied. An alternative expression for a basic
substance B is
HB" == H" +B

The Strength of an Acid Is Specified by Its Dissociation Constant. The
equilibrium constant for an acid-base reaction is expressed as a dissociation
constant with the concentrations of the “reactants” in the denominator and
the concentrations of the “products” in the numerator:
[H;07][A7]
K=——""-+- [2-4]
[HA][H,O]

In dilute solutions, the water concentration is essentially constant, 55.5 M (1000
g+ L7'/18.015 g+ mol ™' = 55.5 M). Therefore, the term [H,O] is custom-
arily combined with the dissociation constant, which then takes the form
K,= K[H,0] = A7) [2-5]
[HA]

For brevity, however, we will henceforth omit the subscript “a.”

The dissociation constants of some common acids are listed in Table 2-4.
Because acid dissociation constants, like [H™] values, can be cumbersome to work
with, they are transformed to pK values by the formula

pK= —log K [2-6]
which is analogous to Eq. 2-3.

TABLE 2-4 Dissociation Constants and pK Values at 25°C of Some Acids

Acid K pK
Oxalic acid 537 X 1072 1.27 (pKy)
H;PO, 7.08 X 1073 2.15 (pky)
Formic acid 1.78 X 10°* 3.75
Succinic acid 6.17 X 107° 4.21 (pKy)
Oxalate™ 5.37 X 107° 427 (pky)
Acetic acid 1.74 X 107° 4.76
Succinate 229 X 107° 5.64 (pk)
2-(N-Morpholino)ethanesulfonic acid (MES) 8.13 X 1077 6.09
H,CO; 4.47 X 1077 6.35 (pKy)”
Piperazine-/V,IN'-bis(2-ethanesulfonic 1.74 X 1077 6.76
acid) (PIPES)
H,PO; 1.51 X 1077 6.82 (pky)
3-(N-Morpholino)propanesulfonic acid (MOPS) 7.08 X 108 7.15
N-2-Hydroxyethylpiperazine- N'-2-ethanesulfonic 339 X 107% 7.47
acid (HEPES)

Tris(hydroxymethyl)aminomethane (Tris) 832 X 107° 8.08

Boric acid 575 X 107 "° 9.24

NH, 5.62 X 1071 9.25
Glycine (amino group) 1.66 X 107" 9.78
HCO; 4.68 x 1071 10.33 (pks)
Piperidine 7.58 X 107"? 11.12
HPO;™ 417 x 107" 12.38 (pKj)

“The pK for the overall reaction CO, + H,O == H,CO; == H"* + HCOj; see Box 2-2.
Source: Dawson, R.M.C., Elliott, D.C., Elliott, W.H., and Jones, K.M., Daza for Biochemical
Research (3rd ed.), pp. 424—425, Oxford Science Publications (1986); and Good, N.E., Winget,
G.D., Winter, W., Connolly, T.N., Izawa, S., and Singh, RM.M., Biochemistry 5, 467 (1966).
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Calculate the pH of a 2 L solution contain-
ing 10 mL of 5 M acetic acid and 10 mL
of 1 M sodium acetate.

First, calculate the concentrations of the
acid and conjugate base, expressing all con-
centrations in units of moles per liter.

Acetic acid: (0.01 L)(5M)/(2L) =

0.025 M
Sodium acetate: (0.01 L)(1 M)/(2L) =
0.005 M
Substitute the concentrations of the acid
and conjugate base into the Henderson—
Hasselbalch equation. Find the pX for
acetic acid in Table 2-4.
pH = pK + log([acetate] /[acetic acid])
pH = 4.76 + log(0.005 /0.025)
pH = 4.76 — 0.70
pH = 4.06

Acids can be classified according to their relative strengths, that is, their
abilities to transfer a proton to water. The acids listed in Table 2-4 are known
as weak acids because they are only partially ionized in aqueous solution
(K < 1). Many of the so-called mineral acids, such as HCIO4, HNO3, and
HCI, are strong acids (K > 1). Since strong acids rapidly transfer all their
protons to H,O, the strongest acid that can stably exist in aqueous solutions is H;0" .
Likewise, there can be no stronger base in aqueous solutions than OH . Virtually
all the acid-base reactions that occur in biological systems involve H;O " (and
OH ") and weak acids (and their conjugate bases).

The pH of a Solution Is Determined by the Relative Concentrations of
Acids and Bases. The relationship between the pH of a solution and the
concentrations of an acid and its conjugate base is easily derived. Equation 2-5
can be rearranged to

[2-7]

Taking the negative log of each term (and letting pH = —log[H+]; Eq. 2-3)
gives

pH = —logK + log@ [2-8]
[HA|
Substituting pK for —log K (Eq. 2-6) yields
H=pK+1 A 2-9

This relationship is known as the Henderson-Hasselbalch equation. When
the molar concentrations of an acid (HA) and its conjugate base (A~) are equal,
log ([A” ]/ [HA]) = log 1 = 0, and the pH of the solution is numerically equiv-
alent to the pK of the acid. The Henderson—Hasselbalch equation is invaluable
for calculating, for example, the pH of a solution containing known quanti-
ties of a weak acid and its conjugate base (see Sample Calculation 2-2).
However, since the Henderson—Hasselbalch equation does not account for
the ionization of water itself, it is not useful for calculating the pH of solu-
tions of strong acids or bases. For example, in a 1 M solution of a strong
acid, [H*] = 1 M and the pH is 0. In a 1 M solution of a strong base,
[OH ] =1M,so0 [H"] = [OH ]/K, =1 X 10" ' M and the pH is 14.

C Buffers Resist Changes in pH

Adding a 0.01-mL droplet of 1 M HCl to 1 L of pure water changes the pH
of the water from 7 to 5, which represents a 100-fold increase in [H*]. Such
a huge change in pH would be intolerable to most biological systems, since
even small changes in pH can dramatically affect the structures and functions
of biological molecules. Maintaining a relatively constant pH is therefore of
paramount importance for living systems. To understand how this is possible,
consider the titration of a weak acid with a strong base.

Figure 2-17 shows how the pH values of solutions of acetic acid, H,POy,
and ammonium ion (NHj") vary as OH ™ is added. Titration curves such as
these can be constructed from experimental observation or by using the
Henderson—Hasselbalch equation to calculate points along the curve (see
Sample Calculation 2-3). When OH ™ reacts with HA, the products are A~
and water:

HA + OH = A~ + H,0
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Starting (pH = pK) End
point [HA] = [A7] point

: : :

14

~—[HAI>[AT]—

13
12
11
10
9
8
pH
7 H
Calculate the pH of a 1 L solution contain-
6 ing 0.1 M formic acid and 0.1 M sodium
5 formate before and after the addition of 1
mL of 5 M NaOH. How much would the
4 pH change if the NaOH were added to 1
L of pure water?
3
According to Table 2-4, the pK for formic
2 acid is 3.75. Since [formate] = [formic
acid], the log ([A7]1/[HA]) term of the
1 Henderson—-Hasselbalch equation is 0 and
pH = pK = 3.75. The addition of 1 mL
0 : — : — : : of NaOH does not significantly change the
0 01 02 0'?’ 0"," O'_5 06 07 08 09 1.0 volume of the solution, so the [NaOH] is
H" ions dissociated/molecule (0.001 L)(5 M)/(I L) = 0.005 M
FIG. 2-17 Titration curves for acetic acid, phosphate, and ammonia. At the start- Since NaOH is a strong base, it com-
ing point, the acid form predominates. As strong base (e.g, NaOH) is added, the acid is pletely dissociates, and [OH ] = [NaOH]
converted to its conjugate base. At the midpoint of the titration, where pH = pK, the = 0.005 M. This OH™ reacts with formic
concentrations of the acid and the conjugate base are equal. At the end point (equivalence acid to produce formate and H,O.
point), the conjugate base predominates, and the total amount of OH™ that has been Consequently, the concentration of formic

added is equivalent to the amount of acid that was present at the starting point. The
shaded bands indicate the pH ranges over which the corresponding solution can function
as a buffer. @ See the Animated Figures.

acid decreases and the concentration of for-
mate increases by 0.005 M.

The new formic acid concentration is
0.1 M — 0.005M = 0.095 M, and the new
formate concentration is 0.1 M + 0.005 M
= 0.105 M. Substituting these values into
the Henderson—Hasselbalch equation gives

pH = pK + log([formate]/[formic acid])

Several details about the titration curves in Fig. 2-17 should be noted: pH = 3.75 + log(0.105/0.095)
pH = 3.75 + 0.04

pH = 3.79

In the absence of the formic acid buffering
system, the [H"] and therefore the pH can

L . . oy be calculated directly from K. Since K, =
3. The slope of each titration curve is much lower near its midpoint than [;Ii][cgﬁlf] :1re1c027 14r)0m e

near its wings. This indicates that when [HA] = [A" ], the pH of the so- _14 i
lution is relatively insensitive to the addition of strong base or strong acid. [H*] = 10~ _ 10
Such a solution, which is known as an acid-base buffer, resists pH [OH"] (0.005)

changes because small amounts of added H" or OH ™ react with A~ or pH = —log[H*] = —log(2 X102 =11.7

HA, respectively, without greatly changing the value of log([A™]/[HA]). -

1. The curves have similar shapes but are shifted vertically along the pH
axis.

2. The pH at the midpoint of each titration is numerically equivalent to
the pK of its corresponding acid; at this point, [HA] = [A].

=2X10 M
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FIG. 2-18 Titration of a polyprotic acid.
The first and second equivalence points for
titration of HzPO, occur at the steepest parts of
the curve. The pH at the midpoint of each stage
provides the pK value of the corresponding
ionization. @ See the Animated Figures.

|1| Sketch the titration curve for the
diprotic acid succinic acid and label the
midpoints and equivalence points.

First Second Third
Starting equivalence equivalence equivalence
point point point point
Midpoint three
[HPO ] = [PO} ]

i

12

Midpoint two
i [H,PO;] = [HPO] ]

l

Midpoint one
[H3POyl = [Hy POy |

l

0 I I I
0.5 1.0 1.5 2.0 2.5 3.0

H™ ions dissociated/molecule

Substances that can lose more than one proton, or undergo more than
one ionization, such as H3PO4 or H,COj, are known as polyprotic acids.
The titration curves of such molecules, as illustrated in Fig. 2-18 for H3POy,
are more complicated than the titration curves of monoprotic acids such as
acetic acid. A polyprotic acid has multiple pX values, one for each ionization
step. H3POy, for example, has three dissociation constants because the ionic
charge resulting from one proton dissociation electrostatically inhibits further
proton dissociation, thereby increasing the corresponding pK values. Similarly,
a molecule with more than one ionizable group has a discrete pK value for
each group. In a biomolecule that contains numerous ionizable groups with
different pK values, the many dissociation events may yield a titration curve
without any clear “plateaus.”

Biological fluids, both intracellular and extracellular, are heavily buffered.
For example, the pH of the blood in healthy individuals is closely controlled
at pH 7.4 (see Box 2-2). The phosphate and bicarbonate ions in most biolog-
ical fluids are important buffering agents because they have pKs in this range
(Table 2-4). Moreover, many biological molecules, such as proteins and some
lipids, as well as numerous small organic molecules, bear multiple acid—base
groups that are effective buffer components in the physiological pH range.

The concept that the properties of biological molecules vary with the acid-
ity of the solution in which they are dissolved was not fully appreciated before
the twentieth century. Many early biochemical experiments were undertaken
without controlling the acidity of the sample, so the results were often poorly
reproducible. Nowadays, biochemical preparations are routinely buffered to
simulate the properties of naturally occurring biological fluids. A number of
synthetic compounds have been developed for use as buffers; some of these are
included in Table 2-4. The buffering capacity of these weak acids (their abil-
ity to resist pH changes on addition of acid or base) is maximal when pH =
pK: It is helpful to remember that a weak acid is in its useful buffer range within
one pH unit of its pK (e.g., the shaded regions of Fig. 2-17). Above this range,



Box 2-2 Biochemistry
in Health and Disease :

........................................................................................................

Bicarbonate is the most significant buffer compound in human
blood; other buffering agents, including proteins and organic acids,
are present at much lower concentrations. The buffering capacity of
blood depends primarily on two equilibria: (1) between gaseous COq
dissolved in the blood and carbonic acid formed by the reaction

CO, + H,0 == H,CO,

and (2) between carbonic acid and bicarbonate formed by the
dissociation of H™

HQCOs S HJr + HCO§

The overall pK for these two sequential reactions is 6.35. (The
further dissociation of HCO3 to CO3 ™, pK = 10.33, is not signifi-
cant at physiological pH.)

When the pH of the blood falls due to metabolic production of
H™, the bicarbonate—carbonic acid equilibrium shifts toward more
carbonic acid. At the same time, carbonic acid loses water to
become CO,, which is then expired in the lungs as gaseous CO..
Conversely, when the blood pH rises, relatively more HCO3 forms.
Breathing is adjusted so that increased amounts of CO5 in the lungs

........................................................................................................
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The Blood Buffering System

can be reintroduced into the blood for conversion to carbonic acid.
In this manner, a near-constant hydrogen ion concentration can be
maintained. The kidneys also play a role in acid—base balance by
excreting HCO3 and NHJ .

Disturbances in the blood buffer system can lead to conditions
known as acidosis, with a pH as low as 7.1, or alkalosis, with a pH
as high as 76. (Deviations of less than 0.05 pH unit from the “nor-
mal” value of 7.4 are not significant) For example, obstructive lung
diseases that prevent efficient expiration of COy can cause respira-
tory acidosis. Hyperventilation accelerates the loss of CO5 and
causes respiratory alkalosis. Overproduction of organic acids from
dietary precursors or sudden surges in lactic acid levels during
exercise can lead to metabolic acidosis.

Acid—base imbalances are best alleviated by correcting the un-
derlying physiological problem. In the short term, acidosis is com-
monly treated by administering NaHCOg intravenously. Alkalosis is
more difficult to treat. Metabolic alkalosis sometimes responds to
KCI or NaCl (the additional CI~ helps minimize the secretion of H™
by the kidneys), and respiratory alkalosis can be ameliorated by
breathing an atmosphere enriched in COo.

where the ratio [A™]/[HA] > 10, the pH of the solution changes rapidly with
added strong base. A buffer is similarly impotent with the addition of strong

acid when its pK exceeds the pH by more than one unit.

In the laboratory, the desired pH of the buffered solution determines
which buffering compound is selected. Typically, the acid form of the com-
pound and one of its soluble salts are dissolved in the (nearly equal) molar
ratio necessary to provide the desired pH and, with the aid of a pH meter,
the resulting solution is fine-tuned by titration with strong acid or base (see

Sample Calculation 2-4).

SAMPLE CALCULATION 2-4

* How many milliliters of a 2.0 M solution of boric acid must be added to 600 mL
: of a solution of 10 mM sodium borate in order for the pH to be 9.45?

Rearrange the Henderson—Hasselbalch equation to isolate the [A™]/[HA] term:

pH=p[(+log[

[HA]
lo E = pH — pkK
[Ai] — log(pH—pK)
: [HA]
Substitute the known pK (from Table 2-4) and the desired pH:
' [A7] _
— 100459249 — 10021 = 1 42
[H A] 0 0 6

The starting solution contains (0.6 L)(0.01 mol * L™ Y = 0.006 mole of borate (A 7). °
: The amount of boric acid (HA) needed is 0.006 mol/1.62 = 0.0037 mol.
¢ Since the stock boric acid is 2.0 M, the volume of boric acid to be added is

: (0.0037 mol)/(2.0 mol - L™ ") = 0.0019 L or 1.9 mL.

........................................................................................................

CHECKPOINT

................................................................

What are the products of water's ioniza-
tion? How are their concentrations related?

e Predict the pH of a sample of water if K,
were 107" or 1072°.

* Describe how to calculate pH from the
concentration of H" or OH™.

¢ Define acid and base.

¢ What is the relationship between the
strength of an acid and its pK value?

» Explain why it is more complicated to calcu-
late the pH of a solution of weak acid or
base than to calculate the pH of a solution
of strong acid or base.

* Be able to sketch a titration curve, and label

its parts, for a monoprotic and a polyprotic

acid.

What must a buffer solution include in order

to resist changes in pH on addition of acid

or base?

e Why is it important to maintain biological
molecules in a buffered solution?

........................




1 Physical Properties of Water

Water is essential for all living organisms.

Water molecules can form hydrogen bonds with other molecules
because they have two H atoms that can be donated and two un-
shared electron pairs that can act as acceptors.

Liquid water is an irregular network of water molecules that
each form up to four hydrogen bonds with neighboring water
molecules.

Hydrophilic substances such as ions and polar molecules dissolve
readily in water.

The hydrophobic effect is the tendency of water to minimize its
contacts with nonpolar substances.

Water molecules move through semipermeable membranes from
regions of high concentration to regions of low concentration by

Key Terms

polar 23
hydrogen bond 23

amphiphilic 27
amphipathic 27

van der Waals distance 23 micelle 27

van der Waals forces 24 bilayer 28

London dispersion forces 25 colligative properties 28
hydrophilic 25 osmosis 28

hydrophobic 25
solvation 25
hydration 25

waters of hydration 26
hydrophobic effect 26

osmotic pressure 28
diffusion 28
dialysis 29
hydronium ion 30
hydroxide ion 30

Problems

. Identify the potential hydrogen bond donors and acceptors in the

following molecules:

(a) 0 (b) NH,
H
~.~6 N 7
Ny 5| 7>> N7 5|
2
)%3 PN o)<1 >
HN N H g

(c) (|300_
H —Cl—CHz—OH

NH}

. Occasionally, a C—H group can form a hydrogen bond. Why

would such a group be more likely to be a hydrogen bond donor
group when the C is next to N?

. Where would the following substances partition in water con-

(a) "H;N—CH,—COO ™,

taining palmitic acid micelles?

(b) "H3N—(CH,);;—COO".

. Where would the following substances partition in water con-

taining palmitic acid micelles? (a) H3C—(CH,),;—COO",

(b) H3C—(CH2) 1 1_CH3

. Rank the water solubility of the following compounds:

(a) HyC—CH,—O0—CH, (b) 0
ch—y:—NH2
(© 0 (d) H;C—CH,—CH,
HZNf!)fNHZ

osmosis; solutes move from regions of high concentration to regions
of low concentration by diffusion.

2 Chemical Properties of Water

proton jumping 30
dissociation constant 31
K,
neutral solution 31
acidic solution 31
basic solution 31

Water ionizes to H" (which represents the hydronium ion,
H;0™) and OH ™.

The concentration of H in solutions is expressed as a pH value;
in acidic solutions pH < 7, in basic solutions pH > 7, and in
neutral solutions pH = 7.

Acids can donate protons and bases can accept protons. The
strength of an acid is expressed as its pK.

The Henderson—Hasselbalch equation relates the pH of a solution
to the pK and concentrations of an acid and its conjugate base.
Buffered solutions resist changes in pH within about one pH unit
of the pK of the buffering species.

pK 33

weak acid 34

strong acid 34

Henderson—Hasselbalch
equation 34

titration curve 34

31

pH 31 buffer 35

acid 32 polyprotic acid 36
base 32 buffering capacity 36
conjugate base 32 acidosis 37

conjugate acid 32

10.

alkalosis 37

[
H,C—CH,— CH

. Explain why water forms nearly spherical droplets on the surface

of a freshly waxed car. Why doesn’t water bead on a clean wind-

shield?

. Describe what happens when a dialysis bag containing pure wa-

ter is suspended in a beaker of seawater. What would happen if
the dialysis membrane were permeable to water but not solutes?

. A red blood cell has an internal salt concentration of ~150 mM.

The cell is placed in a beaker of 500 mM salt. (a) Assuming the
cell membrane is permeable to water but not to ions, describe
what will happen to the cell in terms of osmosis. (b) If the mem-
brane were permeable to ions, in which direction would solutes
diffuse: into or out of the cell?

. Many foods must be refrigerated to prevent spoiling (microbial

growth). Explain why honey (which is ~82% carbohydrate by
weight) resists microbial growth even at room temperature.

You have a 5 mL sample of a protein in 0.5 M NaCl. You place
the protein/salt sample inside dialysis tubing (see Fig. 2-14) and
place the bag in a large beaker of distilled water. If your goal is to
remove as much NaCl from the sample as possible, which would
be more effective: (1) placing the dialysis bag in 4 L of distilled wa-
ter for 12 h, or (2) placing the bag in 1 L of distilled water for 6 h
and then in another 1 L of fresh distilled water for another 6 h?



11. Patients with kidney failure frequently develop metabolic acidosis.
If such patients undergo dialysis, the dialysate includes sodium
bicarbonate at a concentration higher than that of the blood.
Explain why this would benefit the patient.

12. The kidneys function to eliminate ammonia from the blood. Based
on ammonias pK value, what is the molecular form that predomi-
nates in the blood? Could this molecule easily diffuse through the
hydrophobic lipid membrane of a kidney cell? Explain.

13. Draw the structures of the conjugate bases of the following acids:

(a) COO~ ()  COOH
ClH H— (|J —H
Co0H

14. Draw the structures of the conjugate bases of the following acids:

(a) $oo— (b)  COO~
H—?—H
NH%

H—$—cm—cmm
NH}

15. Indicate the ionic species of ammonia that predominates at pH 4,
8, and 11.

16. Indicate the ionic species of phosphoric acid that predominates
at pH 4, 8, and 11.

17. Calculate the pH of a 200 mL solution of pure water to which
has been added 50 mL of 1 mM HCI.

18. Calculate the pH of a 1 L solution containing (a) 10 mL of 5 M
NaOH, (b) 10 mL of 100 mM glycine and 20 mL of 5 M HCl,
and (c) 10 mL of 2 M acetic acid and 5 g of sodium acetate
(formula weight 82 g+ mol™").

19. A solution is made by mixing 50 mL of 2.0 M K,HPOy and 25
mL of 2.0 M KH,POy. The solution is diluted to a final volume
of 200 mL. What is the pH of the final solution?

20. What is the pK of the weak acid HA if a solution containing 0.1
M HA and 0.2 M A has a pH of 6.5?

21. How many grams of sodium succinate (formula weight 140 g -
mol 1) and disodium succinate (formula weight 162 g mol ™)
must be added to 1 L of water to produce a solution with pH 6.0
and a total solute concentration of 50 mM?

22. Estimate the volume of a solution of 5 M NaOH that must be
added to adjust the pH from 4 to 9 in 100 mL of a 100 mM
solution of phosphoric acid.

23. Calculate the standard free energy change for the dissociation of
HEPES.
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24. (a) Would phosphoric acid or succinic acid be a better buffer at

pH5?

(b) Would ammonia or piperidine be a better buffer ac pH 9?

(c) Would HEPES or Tris be a better buffer at pH 7.5?

25. You need a buffer at pH 7.5 for use in purifying a protein at 4°C.
You have chosen Tris, pX 8.08, AH® = 50 k] - mol !, You care-
fully make up 0.01 M Tris buffer, pH 7.5 at 25°C, and store it in
the cold box to equilibrate it to the temperature of the purification.
When you measure the pH of the temperature-equilibrated buffer
it has increased to 8.1. What is the explanation for this increase?
How can you avoid this problem?

26. Glycine hydrochloride (CI”H;N"CH,COOH) is a diprotic acid
that contains a carboxylic acid group and an ammonium group
and is therefore called an amino acid. It is often used in biochem-
ical buffers.

(a) Which proton would you expect to dissociate at a lower pH,
the proton of the carboxylic acid group or the ammonium
group?

(b) Write the chemical equations describing the dissociation of
the first and second protons of CI”H;N"CH,COOH.

(c) A solution containing 0.01 M CI"H;N*CH,COOH and
0.02 M of the monodissociated species has pH = 2.65. What
is the pK of this dissociation?

(d) In analogy with Figure 2-18, sketch the titration curve of this
diprotic acid.

CASE STUDY

Case 1 Acute Aspirin Overdose: Relationship to the
Blood Buffering System

Focus concept: The carbonic acid—bicarbonate buffering system
responds to an overdose of aspirin.

www.wiley.com/college/voet

Prerequisite: Chapter 2

* Principles of acids and bases, including pK and the
Henderson—-Hasselbalch equation.

» The carbonic acid-bicarbonate blood buffering system.

Compare and contrast the
strategies for eliminating waste nitrogen (as ammonia) and carbon
dioxide in (a) a terrestrial mammal, (b) a freshwater fish, and (c) a
saltwater fish. Be sure to consider osmotic effects as well as
acid—base balance.
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DNA recovered from these Neandertal bone fragments yielded nucleotide sequence
data that suggest—contrary to previous findings—that Neandertals and modern humans
did interbreed to a limited extent. This likely occurred sometime after modern humans
emigrated from Africa and before the Neandertals became extinct some 30,000 years
ago. [Max Planck Institute for Evolutionary Anthropology, Leipzig, Germany.]

Despite obvious differences in lifestyle and macroscopic appearance, organisms
exhibit striking similarity at the molecular level. The structures and metabolic
activities of all cells rely on a common set of molecules that includes amino
acids, carbohydrates, lipids, and nucleotides, as well as their polymeric forms.
Each type of compound can be described in terms of its chemical makeup, its
interactions with other molecules, and its physiological function. We begin
our survey of biomolecules with a discussion of the nucleotides and their poly-
mers, the nucleic acids.

Nucleotides are involved in nearly every facet of cellular life. Specifically,
they participate in oxidation—reduction reactions, energy transfer, intracellular
signaling, and biosynthetic reactions. Their polymers, the nucleic acids DNA
and RNA, are the primary players in the storage and decoding of genetic
information. Nucleotides and nucleic acids also perform structural and catalytic
roles in cells. No other class of molecules participates in such varied functions
or in so many functions that are essential for life.

Evolutionists postulate that the appearance of nucleotides permitted the
evolution of organisms that could harvest and store energy from their sur-
roundings and, most importantly, could make copies of themselves. Although
the chemical and biological details of early life-forms are the subject of spec-
ulation, it is incontrovertible that life as we know it is inextricably linked to
the chemistry of nucleotides and nucleic acids.

In this chapter, we briefly examine the structures of nucleotides and the
nucleic acids DNA and RNA. We also consider how the chemistry of these
molecules allows them to carry biological information in the form of a



sequence of nucleotides. This information is expressed by the transcription of
a segment of DNA to yield RNA, which is then translated to form protein.
Because a cell’s structure and function ultimately depend on its genetic
makeup, we discuss how genomic sequences provide information about evo-
lution, metabolism, and disease. Finally, we consider some of the techniques
used in manipulating DNA in the laboratory. In later chapters, we will exam-
ine in greater detail the participation of nucleotides and nucleic acids in meta-
bolic processes. Chapter 24 includes additional information about nucleic acid
structures, DNAs interactions with proteins, and DNA packaging in cells, as
a prelude to several chapters discussing the roles of nucleic acids in the stor-
age and expression of genetic information.

1 Nucleotides

KEY CONCEPTS

» The nitrogenous bases of nucleotides include two types of purines and three
types of pyrimidines.

* A nucleotide consists of a nitrogenous base, a ribose or deoxyribose sugar, and
one or more phosphate groups.

* DNA contains adenine, guanine, cytosine, and thymine deoxyribonucleotides,
whereas RNA contains adenine, guanine, cytosine, and uracil ribonucleotides.

Nucleotides are ubiquitous molecules with considerable structural diversity.
There are eight common varieties of nucleotides, each composed of a nitrogenous
base linked to a sugar to which at least one phosphate group is also attached. The
bases of nucleotides are planar, aromatic, heterocyclic molecules that are struc-
tural derivatives of either purine or pyrimidine (although they are not syn-
thesized in vivo from either of these organic compounds).

6 N. 4
N N\ NT TS
2 4| 98 2 6|
N N NS
N \ N
H
Purine Pyrimidine

The most common purines are adenine (A) and guanine (G), and the
major pyrimidines are cytosine (C), uracil (U), and thymine (T). The purines
form bonds to a five-carbon sugar (a pentose) via their N9 atoms, whereas
pyrimidines do so through their N1 atoms (Table 3-1).

In ribonucleotides, the pentose is ribose, while in deoxyribonucleotides
(or just deoxynucleotides), the sugar is 2'-deoxyribose (i.c., the carbon at
position 2’ lacks a hydroxyl group).

CH2

OH OH

.
HO—CH, O._ OH
<
H 3" 2 H
OH H

Ribose Deoxyribose

Note that the “primed” numbers refer to the atoms of the pentose; “unprimed”
numbers refer to the atoms of the nitrogenous base.

In a ribonucleotide or a deoxyribonucleotide, one or more phosphate
groups are bonded to atom C3’ or atom C5' of the pentose to form a
3'-nucleotide or a 5'-nucleotide, respectively (Fig. 3-1). When the phosphate
group is absent, the compound is known as a nucleoside. A 5'-nucleotide can
therefore be called a nucleoside-5"-phosphate. Nucleotides most commonly

FIG. 3-1

nucleotides. (a) A 5'-ribonucleotide and (b) a
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(@)
5 Base
“0,PO—CH, O
P
H 3" 2’ H
OH OH

5’-Ribonucleotide

(b)
Base
CHZ
72
O;PO H

3’-Deoxynucleotide

Chemical structures of

3'-deoxynucleotide. The purine or pyrimidine base
is linked to C1" of the pentose and at least one

phosphate (red) is also attached. A nucleoside
consists only of a base and a pentose.
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TABLE 3-1 Names and Abbreviations of Nucleic Acid Bases, Nucleosides, and Nucleotides

Base Nucleoside Nucleotide”
Base Formula X = H) (X = ribose”) (X = ribose phosphate”)
INH Adenine Adenosine Adenylic acid
NZ | N\> Ade Ado Adenosine monophosphate
gN N A A AMP
X
H N Guanine Guanosine Guanylic acid
N
)\ | > Gua Guo Guanosine monophosphate
HNT NN G G GMP
X
NH,
NZ Cytosine Cytidine Cytidylic acid
)\ | Cyt Cyd Cytidine monophosphate
o° N C C CMP
X
LN Uracil Uridine Uridylic acid
)\ | Ura Urd Uridine monophosphate
o N U U UMP
X
O
H\N CH; Thymine Deoxythymidine Deoxythymidylic acid
)\ | Thy dThd Deoxythymidine monophosphate
o- N T dr dT™MP
dX

“The presence of a 2'-deoxyribose unit in place of ribose, as occurs in DNA, is implied by the prefixes “deoxy” or “d.” For example, the deoxynucleoside of
adenine is deoxyadenosine or dA. However, for thymine-containing residues, which rarely occur in RNA, the prefix is redundant and may be dropped. The
presence of a ribose unit may be explicitly implied by the prefix “ribo.”

“The position of the phosphate group in a nucleotide may be explicitly specified as in, for example, 3'-AMP and 5'-GMP.

@ Without looking at the table, give the name of each base and its corresponding nucleoside.

contain one to three phosphate groups at the C5’ position and are called nu-
cleoside monophosphates, diphosphates, and triphosphates.

The structures, names, and abbreviations of the common bases, nucleo-
sides, and nucleotides are given in Table 3-1. Ribonucleotides are components
of RNA (ribonucleic acid), whereas deoxynucleotides are components of
DNA (deoxyribonucleic acid). Adenine, guanine, and cytosine occur in both
ribonucleotides and deoxynucleotides (accounting for six of the eight common
nucleotides), but uracil primarily occurs in ribonucleotides and thymine oc-
curs in deoxynucleotides. Free nucleotides, which are anionic, are almost al-
ways associated with the counterion Mg”" in cells.

Nucleotides Participate in Metabolic Reactions. The bulk of the nucleotides
in any cell are found in polymeric forms, as either DNA or RNA, whose pri-
mary functions are information storage and transfer. However, free nucleotides



and nucleotide derivatives perform an enormous variety of metabolic functions
not related to the management of genetic information.

Perhaps the best known nucleotide is adenosine triphosphate (ATP), a
nucleotide containing adenine, ribose, and a triphosphate group. ATP is often
mistakenly referred to as an energy-storage molecule, but it is more accurately
termed an energy carrier or energy transfer agent. The process of photosynthe-
sis or the breakdown of metabolic fuels such as carbohydrates and fatty acids
leads to the formation of ATP from adenosine diphosphate (ADP):

43
Section 1 Nucleotides

Adenosine
-
N N
N [
AN N k
0 0 0 0 0
i i N = i i i
HPOZ~ + HO—EI’—O—}I’—O—CH2 0 00— F" 0— Il’ o— Pl’ 0—CH; o H,0
o- o H H o~ o~ o H H
H H H H
OH OH OH OH

P4

Adenosine diphosphate (ADP)

ATP diffuses throughout the cell to provide energy for other cellular work,
such as biosynthetic reactions, ion transport, and cell movement. The chemi-
cal potential energy of ATP is made available when it transfers one (or two)
of its phosphate groups to another molecule. This process can be represented
by the reverse of the preceding reaction, namely, the hydrolysis of ATP to ADP.
(As we will see in later chapters, the interconversion of ATP and ADP in the
cell is not freely reversible, and free phosphate groups are seldom released di-
rectly from ATP) The degree to which ATP participates in routine cellular ac-
tivities is illustrated by calculations indicating that while the concentration of
cellular ATP is relatively moderate (~5 mM), humans typically recycle their
own weight of ATP each day.

Nucleotide derivatives participate in a wide variety of metabolic processes.
For example, starch synthesis in plants proceeds by repeated additions of glu-
cose units donated by ADP—glucose (Fig. 3-2). Other nucleotide derivatives,
as we will see in later chapters, carry groups that undergo oxidation—reduction
reactions. The attached group, which may be a small molecule such as glucose
(Fig. 3-2) or even another nucleotide, is typically linked to the nucleotide
through a mono- or diphosphate group.

Glucose ADP
C A A4 A \
NH,
CHZOH N/ N\
OH H
o0— P o— P o0— CH2 0
H H
HO OH

FIG. 3-2 ADP-glucose. In this nucleotide derivative, glucose (blue) is attached to
adenosine (black) by a diphosphate group (red).

Adenosine triphosphate (ATP)

CHECKPOINT

* Identify the purines and pyrimidines
commonly found in nucleic acids.

* Practice drawing the structures of
adenine, adenosine, and adenylate.

» Describe the chemical differences
between a ribonucleoside triphosphate
and a deoxyribonucleoside monophosphate.
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o ometic Infammagon HeIe Acids 2 Introduction to Nucleic Acid Structure
‘ KEY CONCEPTS

* Phosphodiester bonds link nucleotide residues in DNA and RNA.

* In the DNA double helix, two antiparallel polynucleotide strands wind around each
other, interacting via hydrogen bonding between bases in opposite strands.

*  RNA molecules are usually single-stranded and may form intramolecular base pairs.

Nucleotides can be joined to each other to form the polymers that are familiar
to us as RNA and DNA. In this section, we describe the general features of
these nucleic acids. Nucleic acid structure is considered further in Chapter 24.

A Nucleic Acids Are Polymers of Nucleotides

The nucleic acids are chains of nucleotides whose phosphates bridge the 3’
and 5" positions of neighboring ribose units (Fig. 3-3). The phosphates of
these polynucleotides are acidic, so at physiological pH, nucleic acids are
polyanions. The linkage between individual nucleotides is known as a phos-
phodiester bond, so named because the phosphate is esterified to two ribose
units. Each nucleotide that has been incorporated into the polynucleotide is
known as a nucleotide residue. The terminal residue whose C5’ is not linked
to another nucleotide is called the 5’ end, and the terminal residue whose C3’
(@) is not linked to another nucleotide is called the 3" end. By convention, the
sequence of nucleotide residues in a nucleic acid is written, left to right, from

the 5’ end to the 3’ end.

® A U G

2'— OH 2'— OH 2'— OH 2'— OH

3’ 3’ 3’ 3’ — OH

5’ 5’ 5’ 5’
FIG. 3-3 Chemical structure of a nucleic acid. (a) The
tetraribonucleotide adenylyl-3',5'-uridylyl-3',5"-cytidylyl-3',5'-guany-
late is shown. The sugar atoms are primed to distinguish them
from the atoms of the bases. By convention, a polynucleotide
sequence is written with the 5’ end at the left and the 3’ end at
the right. Thus, reading left to right, the phosphodiester bond
links neighboring ribose residues in the 5" — 3’ direction. The
sequence shown here can be abbreviated pApUpCpG or just
pAUCG (the “p" to the left of a nucleoside symbol indicates a 5’
phosphoryl group). The corresponding deoxytetranucleotide, in
which the 2'-OH groups are replaced by H and the uracil (U) is
replaced by thymine (T), is abbreviated d(pApTpCpG) or
d(pATCG). (b) Schematic representation of pAUCG. A vertical line
denotes a ribose residue, the attached base is indicated by a
single letter, and a diagonal line flanking an optional “p" repre-
sents a phosphodiester bond. The atom numbers for the ribose
residue may be omitted. The equivalent representation of
d(pATCG) differs only by the absence of the 2'-OH group and
3’ end the replacement of U by T.
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FIG. 3-4 Tautomeric forms of bases. Some of the possible tautomeric forms of (a)
thymine and (b) guanine are shown. Cytosine and adenine can undergo similar proton shifts.

The properties of a polymer such as a nucleic acid may be very different
from the properties of the individual units, or monomers, before polymeriza-
tion. As the size of the polymer increases from dimer, trimer, tetramer, and
so on through oligomer (Greek: o/igo, few), physical properties such as charge
and solubility may change. In addition, @ polymer of nonidentical residues has
a property that its component monomers lack—namely, it contains information in
the form of its sequence of residues.

Chargaff's Rules Describe the Base Composition of DNA. Although there
appear to be no rules governing the nucleotide composition of typical RNA
molecules, DNA has equal numbers of adenine and thymine residues (A = T)
and equal numbers of guanine and cytosine residues (G = C). These relation-
ships, known as Chargaff’s rules, were discovered in the late 1940s by Erwin
Chargaff, who devised the first reliable quantitative methods for the composi-
tional analysis of DNA.

DNA’s base composition varies widely among different organisms. It
ranges from ~25 to 75 mol % G + C in different species of bacteria.
However, it is more or less constant among related species; for example, in
mammals G + C ranges from 39 to 46%. The significance of Chargaff’s rules
was not immediately appreciated, but we now know that the structural basis
for the rules derives from DNA’s double-stranded nature.

B DNA Forms a Double Helix

The determination of the structure of DNA by James Watson and Francis
Crick in 1953 is often said to mark the birth of modern molecular biology.
The Watson—Crick structure of DNA not only provided a model of what is
arguably the central molecule of life, it also suggested the molecular mecha-
nism of heredity. Watson and Crick’s accomplishment, which is ranked as one
of science’s major intellectual achievements, was based in part on two pieces
of evidence in addition to Chargaff’s rules: the correct tautomeric forms of
the bases and indications that DNA is a helical molecule.

The purine and pyrimidine bases of nucleic acids can assume different
tautomeric forms (tautomers are easily converted isomers that differ only in
hydrogen positions; Fig. 3-4). X-Ray, nuclear magnetic resonance (NMR), and
spectroscopic investigations have firmly established that the nucleic acid bases
are overwhelmingly in the keto tautomeric forms shown in Fig. 3-3. In 1953,
however, this was not generally appreciated. Information about the dominant
tautomeric forms was provided by Jerry Donohue, an office mate of Watson
and Crick and an expert on the X-ray structures of small organic molecules.

Evidence that DNA is a helical molecule was provided by an X-ray dif-
fraction photograph of a DNA fiber taken by Rosalind Franklin (Fig. 3-5).
The appearance of the photograph enabled Crick, an X-ray crystallographer
by training, to deduce (a) that DNA is a helical molecule and (b) that its pla-
nar aromatic bases form a stack that is parallel to the fiber axis.
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FIG. 3-5 An X-ray diffraction photograph
of a vertically oriented DNA fiber. This photo-
graph, taken by Rosalind Franklin, provided key
evidence for the elucidation of the Watson—Crick
structure. The central X-shaped pattern indicates
a helix, whereas the heavy black arcs at the top
and bottom of the diffraction pattern reveal the
spacing of the stacked bases (3.4 A). [Courtesy
of Maurice Wilkins, King's College, London.]
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FIG. 3-6 Three-dimensional structure of
DNA. The repeating helix is based on the
structure of the self-complementary dodecamer
d(CGCGAATTCGCG) determined by Richard
Dickerson and Horace Drew. The view in this
ball-and-stick model is perpendicular to the helix
axis. The sugar—phosphate backbones (blue, with
green ribbon outlines) wind around the periphery
of the molecule. The bases (red) form
hydrogen-bonded pairs that occupy the core. H
atoms have been omitted for clarity. The two
strands run in opposite directions. [lllustration,
Irving Geis. Image from the Irving Geis
Collection/Howard Hughes Medical Institute.
Rights owned by HHMI. Reproduction by
permission only] @ See Interactive Exercise 1
and Kinemage Exercise 2-1.

;

Left-handed Right-handed

FIG. 3-7 Diagrams of left- and right-
handed helices. In each case, the fingers curl
in the direction the helix turns when the thumb
points in the direction the helix rises. Note that
the handedness is retained when the helices are
turned upside down.

Minor
groove

The limited structural information, along with Chargaff’s rules, provided
few clues to the structure of DNA; Watson and Crick’s model sprang mostly
from their imaginations and model-building studies. Once the Watson—Crick
model had been published, however, its basic simplicity combined with its ob-
vious biological relevance led to its rapid acceptance. Later investigations have
confirmed the general validity of the Watson—Crick model, although its de-
tails have been modified.

The Watson—Crick model of DNA has the following major features:

1. Two polynucleotide chains wind around a common axis to form a dou-
ble helix (Fig. 3-6).

2. The two strands of DNA are antiparallel (run in opposite directions),
but each forms a right-handed helix. (The difference between a right-
handed and a left-handed helix is shown in Fig. 3-7.)
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FIG. 3-8 Complementary base pairing in DNA. Adenine in one strand pairs with
thymine in the other strand by forming specific hydrogen bonds (dashed lines). Similarly,
guanine pairs with cytosine. This base pairing between polynucleotide chains is responsible
for the double-stranded nature of DNA. € See Kinemage Exercise 2-2.

|1| Indicate the 5'—3’ sequence of the strand that would be complementary to the
nucleic acid shown in Fig. 3-3a.

3. The bases occupy the core of the helix and sugar—phosphate chains run
along the periphery, thereby minimizing the repulsions between
charged phosphate groups. The surface of the double helix contains

two grooves of unequal width: the major and minor grooves.

4. Each base is hydrogen bonded to a base in the opposite strand to form
a planar base pair. The Watson—Crick structure can accommodate only
two types of base pairs. Each adenine residue must pair with a thymine
residue and vice versa, and each guanine residue must pair with a cy-
tosine residue and vice versa (Fig. 3-8). These hydrogen-bonding in-
teractions, a phenomenon known as complementary base pairing,
result in the specific association of the two chains of the double helix.

The Watson—Crick structure can accommodate any sequence of bases on
one polynucleotide strand if the opposite strand has the complementary base
sequence. This immediately accounts for Chargaff’s rules. More importantly,
it suggests that each DNA strand can act as a template for the synthesis of its
complementary strand and hence that hereditary information is encoded in the
sequence of bases on either strand.

Most DNA Molecules Are Large. The extremely large size of DNA molecules
is in keeping with their role as the repository of a cell’s genetic information.
Of course, an organism’s genome, its unique DNA content, may be allocated
among several chromosomes (Greek: chromos, color + soma, body), each of
which contains a separate DNA molecule. Note that many organisms are
diploid; that is, they contain two equivalent sets of chromosomes, one from
each parent. Their content of unique (haploid) DNA is half their total DNA.
For example, humans are diploid organisms that carry 46 chromosomes per
cell; their haploid number is therefore 23.

Because of their great lengths, DNA molecules are described in terms of
the number of base pairs (bp) or thousands of base pairs (kilobase pairs, or
kb). Naturally occurring DNAs vary in length from ~5 kb in small DNA-
containing viruses to well over 250,000 kb in the largest mammalian chromo-
somes. Although DNA molecules are long and relatively stiff, they are not
completely rigid. We will see in Chapter 24 that the DNA double helix forms
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CHECKPOINT

Using Fig. 3-3a as a guide, draw the com-
plete structure of a nucleoside triphosphate
before and after it becomes incorporated
into a polynucleotide chain. Draw the struc-
ture that would result if the newly formed
phosphodiester bond were hydrolyzed.
Explain the structural basis for Chargaff's
rules.

Using a three-dimensional computer model
of the DNA molecule (such as shown in
Interactive Exercise 1), identify each of the
following structural features: the 3’ and 5’
end of each strand, the atoms that make
up the sugar—phosphate backbone, the
major and minor grooves, the bases in
several base pairs, and the atoms that
participate in hydrogen bonding in A-T
and G-C base pairs.

List the structural differences between
DNA and RNA.

FIG. 3-9 Formation of a stem-loop structure. Base pairing between complementary
sequences within an RNA strand allows the polynucleotide to fold back on itself.

coils and loops when it is packaged inside the cell. Furthermore, depending
on the nucleotide sequence, DNA may adopt slightly different helical confor-
mations. Finally, in the presence of other cellular components, the DNA may
bend sharply or the two strands may partially unwind.

C RNA Is a Single-Stranded Nucleic Acid

Single-stranded DNA is rare, occurring mainly as the hereditary material of
certain viruses. In contrast, RNA occurs primarily as single strands, which usu-
ally form compact structures rather than loose extended chains (double-
stranded RNA is the hereditary material of certain viruses). An RNA
strand—which is identical to a DNA strand except for the presence of 2'-OH
groups and the substitution of uracil for thymine—can base-pair with a com-
plementary strand of RNA or DNA. As expected, A pairs with U (or T in
DNA), and G with C. Base pairing often occurs intramolecularly, giving rise
to stem—loop structures (Fig. 3-9) or, when loops interact with each other, to
more complex structures.

The intricate structures that can potentially be adopted by single-stranded
RNA molecules provide additional evidence that RNA can do more than just
store and transmit genetic information. Numerous investigations have found
that certain RNA molecules can specifically bind small organic molecules and
can catalyze reactions involving those molecules. These findings provide sub-
stantial support for theories that many of the processes essential for life began
through the chemical versatility of small polynucleotides (a situation known as the
RNA world). We will further explore RNA structure and function in Section
24-2C.

................................................................................................................................

3 Overview of Nucleic Acid Function

KEY CONCEPTS

* DNA carries genetic information in the form of its sequence of nucleotides.
* The nucleotide sequence of DNA is transcribed into the nucleotide sequence of
messenger RNA, which is then translated into a protein, a sequence of amino acids.

DNA is the carrier of genetic information in all cells and in many viruses. Yet
a period of over 75 years passed from the time the laws of inheritance were
discovered by Gregor Mendel until the biological role of DNA was elucidated.
Even now, many details of how genetic information is expressed and transmit-
ted to future generations remain unclear.



Mendel’s work with garden peas led him to postulate that an individual
plant contains a pair of factors (which we now call genes), one inherited from
each parent. But Mendel’s theory of inheritance, reported in 1866, was almost
universally ignored by his contemporaries, whose knowledge of anatomy and
physiology provided no basis for its understanding. Eventually, genes were hy-
pothesized to be part of chromosomes, and the pace of genetic research greatly
accelerated.

A DNA Carries Genetic Information

Until the 1940s, it was generally assumed that genes were made of protein,
since proteins were the only biochemical entities that, at the time, seemed
complex enough to serve as agents of inheritance. Nucleic acids, which had
first been isolated in 1869 by Friedrich Miescher, were believed to have mo-
notonously repeating nucleotide sequences and were therefore unlikely candi-
dates for transmitting genetic information.

It took the efforts of Oswald Avery, Colin MacLeod, and Maclyn McCarty
to demonstrate that DNA carries genetic information. Their experiments, com-
pleted in 1944, showed that DNA—not protein—extracted from a virulent
(pathogenic) strain of the bacterium Diplococcus pneumoniae was the substance
that transformed (permanently changed) a nonpathogenic strain of the organ-
ism to the virulent strain (Fig. 3-10). Avery’s discovery was initially greeted
with skepticism, but it influenced Erwin Chargaff, whose rules (Section 3-2A)
led to subsequent models of the structure and function of DNA.

The double-stranded, or duplex, nature of DNA facilitates its replication.
When a cell divides, each DNA strand acts as a template for the assembly of
its complementary strand (Fig. 3-11). Consequently, every progeny cell con-
tains a complete DNA molecule (or a complete set of DNA molecules in or-
ganisms whose genomes contain more than one chromosome). Each DNA
molecule consists of one parental strand and one daughter strand. Daughter
strands are synthesized by the stepwise polymerization of nucleotides that
specifically pair with bases on the parental strands. The mechanism of repli-
cation, while straightforward in principle, is exceedingly complex in the cell,
requiring a multitude of cellular factors to proceed with fidelity and efficiency,
as we will see in Chapter 25.

B Genes Direct Protein Synthesis

The question of how sequences of nucleotides control the characteristics of or-
ganisms took some time to be answered. In experiments with the mold
Neurospora crassa in the 1940s, George Beadle and Edward Tatum found that
there is a specific connection between genes and enzymes, the one gene—one enzyme
theory. Beadle and Tatum showed that mutant varieties of Neurospora that were
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FIG. 3-10 Transformed pneumococci. The
large colonies are virulent pneumococci that
resulted from the transformation of
nonpathogenic pneumococci (smaller colonies)
by DNA extracted from the virulent strain. We
now know that this DNA contained a gene that
was defective in the nonpathogenic strain. [From
Avery, O.T, MacLeod, CM, and McCarty, M,, J.
Exp. Med. 79, 153 (1944). Copyright © 1944 by
Rockefeller University Press.]

New Old

Old New

FIG. 3-11 DNA replication. Each strand of
parental DNA (blue) acts as a template for the
synthesis of a complementary daughter strand
(red). Thus, the resulting double-stranded
molecules are identical.
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FIG. 3-12 Transcription and translation.
One strand of DNA directs the synthesis of

messenger RNA (mRNA). The base sequence of
the transcribed RNA is complementary to that of

the DNA strand. The message is translated

when transfer RNA (tRNA) molecules align with

the mRNA by complementary base pairing
between three-nucleotide segments known as
codons. Each tRNA carries a specific amino

acid. These amino acids are covalently joined to
form a protein. Thus, the sequence of bases in
DNA specifies the sequence of amino acids in a

protein.

|1| What might happen if a mutation
changed one of the nucleotides in the
DNA?

5 3
A G A GG TG C T
DNA
T C T CC A C G A
3 5
Transcriptionl
Codon Codon Codon
5 3
MRNA A G A G GWUIG C U
u c u cc A C G A
tRNAs

Translationl

Proten Giyoine >~ Aarine

generated by irradiation with X-rays required additional nutrients in order to
grow. Presumably, the offspring of the radiation-damaged cells lacked the spe-
cific enzymes necessary to synthesize those nutrients.

The link between DNA and enzymes (nearly all of which are proteins) is
RNA. The DNA of a gene is transcribed to produce an RNA molecule that is
complementary to the DNA. The RNA sequence is then translated into the cor-
responding sequence of amino acids to form a protein (Fig. 3-12). These trans-
fers of biological information are summarized in the so-called central dogma
of molecular biology formulated by Crick in 1958.

replication

transcription translation
DNA RNA protein

In this diagram, arrows represent information transfer when DNA directs its
own replication to produce new DNA molecules; when DNA is transcribed
into RNA; and when RNA is translated into protein.

Just as the daughter strands of DNA are synthesized from free deoxynu-
cleoside triphosphates that pair with bases in the parent DNA strand, RNA
strands are synthesized from free ribonucleoside triphosphates that pair with
the complementary bases in one DNA strand of a gene (transcription is de-
scribed in greater detail in Chapter 26). The RNA that corresponds to a
protein-coding gene (called messenger RNA, or mRNA) makes its way to a
ribosome, an organelle that is itself composed largely of RNA (ribosomal
RNA, or rRNA). At the ribosome, each set of three nucleotides in the mRNA
pairs with three complementary nucleotides in a small RNA molecule called
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Amino acid
Transfer OH residue

RNA

FIG. 3-13 Translation. tRNA molecules
with their attached amino acids bind to
complementary three-nucleotide sequences
(codons) on mRNA. The ribosome facilitates the
alignment of the tRNA and the mRNA, and it

5 3’ catalyzes the joining of amino acids to produce a
mMRNA protein chain. When a new amino acid is added,
> the preceding tRNA is ejected, and the ribosome
Direction of ribosome movement on mRNA proceeds along the mRNA.
a transfer RNA, or tRNA (Fig. 3-13). Attached to each tRNA molecule is its e
corresponding amino acid. The ribosome catalyzes the joining of amino acids, —zreeeeeeeeseeeeneesss PLUS:oooeeeeeeeenen;
which are the monomeric units of proteins (protein synthesis is described in See Guided Exploration 1 :
detail in Chapter 27). Amino acids are added to the growing protein chain : Overview of transcription and translation.
according to the Order ln Whlch the tRNA molecules blnd to the mRNA Since E.........................................................E

the nucleotide sequence of the mRNA in turn reflects the sequences of nu-
cleotides in the gene, DNA directs the synthesis of proteins. It follows that al-
terations to the genetic material of an organism (mutations) may manifest
themselves as proteins with altered structures and functions.
Using techniques that are described in the following sections and in other
parts of this book, researchers can compile a catalog of all the information en-
coded in an organism’s DNA. The study of the genome’s size, organization,
and gene content is known as genomics. By analogy, transcriptomics refers
to the study of gene expression, which focuses on the set of mRNA molecules,
or transcriptome, that is transcribed from DNA under any particular set of CHECKPOINT

................................................................

circumstances. Finally, proteomics is the study of the proteins (the proteome) . Explain why the double-stranded nature of

produced as a result of transcription and translation. Although an organism’s DNA is relevant for copying and transmit-
genome remains essentially unchanged throughout its lifetime, its transcrip- ting genetic information when a cell divides.
tome and proteome may vary significantly among different types of tissues, « Summarize the steps of the central dogma.
developmental stages, and environmental conditions. What role does RNA play in each?

................................................................................................................................

4 Nucleic Acid Sequencing
‘KEY CONCEPTS

...............................................................................................................

* In the laboratory, nucleic acids can be cut at specific sequences by restriction
enzymes.

* Nucleic acid fragments are separated by size using electrophoresis.

* In the chain-termination method, DNA polymerase generates DNA fragments that
are randomly terminated. The identities of the terminator nucleotides of successive
fragments reveal the original DNA sequence.

e The human genome contains ~23,000 genes, corresponding to about 1.2% of its
3 billion nucleotides.

* Sequence differences reveal evolutionary changes.

Much of our current understanding of protein structure and function rests
squarely on information gleaned not from the proteins themselves, but indi-
rectly from their genes. The ability to determine the sequence of nucleotides in
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GCACUUGA
snake venom
phosphodiesterase

GCACUUGA
GCACUUG
GCACUU

GCACU

GCAC

GCA

GC + Mononucleotides

FIG. 3-14 Determining the sequence of
an oligonucleotide using nonspecific
enzymes. The oligonucleotide is partially
digested with snake venom phosphodiesterase,
which breaks the phosphodiester bonds between
nucleotide residues, starting at the 3’ end of the
oligonucleotide. The result is a mixture of
fragments of all lengths, which are then
separated. Comparing the base composition of a
pair of fragments that differ in length by one
nucleotide establishes the identity of the
3'-terminal nucleotide in the larger fragment.
Analysis of each pair of fragments reveals the
sequence of the original oligonucleotide.

nucleic acids has made it possible to deduce the amino acid sequences of their en-
coded proteins and, to some extent, the structures and functions of those proteins.
Nucleic acid sequencing has also revealed information about the requlation of genes.
Certain portions of genes that are not actually transcribed into RNA neverthe-
less influence how often a gene is transcribed and translated, that is, expressed.
Moreover, efforts to elucidate the sequences in hitherto unmapped regions of
DNA have led to the discovery of new genes and new regulatory elements.
Once in hand, a nucleic acid sequence can be duplicated, modified, and expressed,
making it possible to study proteins that could not otherwise be obtained in useful
quantities. In this section, we describe how nucleic acids are sequenced and
what information the sequences may reveal. In the following section, we dis-
cuss the manipulation of purified nucleic acid sequences for various purposes.
The overall strategy for sequencing any polymer of nonidentical units is

1. Cleave the polymer into fragments that are small enough to be fully
sequenced.

2. Determine the sequence of residues in each fragment.

3. Determine the order of the fragments in the original polymer by align-
ing fragments that contain overlapping sequences.

The first efforts to sequence RNA used nonspecific enzymes to generate rela-
tively small fragments whose nucleotide composition was then determined by
partial digestion with an enzyme that selectively removed nucleotides from one
end or the other (Fig. 3-14). Sequencing RNA in this manner was tedious
and time-consuming. Using such methods, it took Robert Holley 7 years to
determine the sequence of a 76-residue tRNA molecule.

After 1975, dramatic progress was made in nucleic acid sequencing tech-
nology. The advances were made possible by the discovery of enzymes that
could cleave DNA at specific sites and by the development of rapid sequenc-
ing techniques for DNA. Because most specific DNA sequences are normally
present in a genome in only a single copy, most sequencing projects take ad-
vantage of methods to amplify segments of DNA by cloning or copying them
(Section 3-5).

A Restriction Endonucleases Cleave DNA at Specific Sequences

Many bacteria are able to resist infection by bacteriophages (viruses that are
specific for bacteria) by virtue of a restriction—modification system. The bac-
terium modifies certain nucleotides in specific sequences of its own DNA by
adding a methyl (—CH;) group in a reaction catalyzed by a modification
methylase. A restriction endonuclease, which recognizes the same nucleotide
sequence as does the methylase, cleaves any DNA that has not been modified
on at least one of its two strands. (An endonuclease cleaves a nucleic acid
within the polynucleotide strand; an exonuclease cleaves a nucleic acid by re-
moving one of its terminal residues.) This system destroys foreign (phage)
DNA containing a recognition site that has not been modified by methyla-
tion. The host DNA is always at least half methylated, because although the
daughter strand is not methylated until shortly after it is synthesized, the
parental strand to which it is paired is already modified (and thus protects
both strands of the DNA from cleavage by the restriction enzyme).

Type II restriction endonucleases are particularly useful in the laboratory.
These enzymes cleave DNA within the four- to eight-base sequence that is
recognized by their corresponding modification methylase. (Type I and Type
II restriction endonucleases cleave DNA at sites other than their recognition
sequences.) Nearly 4000 Type II restriction enzymes with over 270 different
recognition sequences have been characterized. Some of the more widely used
restriction enzymes are listed in Table 3-2. A restriction enzyme is named by
the first letter of the genus and the first two letters of the species of the bac-
terium that produced it, followed by its serotype or strain designation, if any,



TABLE 3-2 Recognition and Cleavage Sites of Some Restriction Enzymes

Recognition
Enzyme Sequence” Microorganism
Alul AGICT Arthrobacter luteus
BamHI GIGATCC Bacillus amyloliquefaciens H
BglIl AVGATCT Bacillus globigii
EcoRI GIAATTC Escherichia coli RY13
EcoRII lCCHGG Escherichia coli R245
EcoRV GATIATC Escherichia coli 62 pLG74
Haell RGCGClY Haemophilus aegyptius
Haelll GGlCC Haemophilus aegyptius
HindIII AVAGCTT Haemophilus influenzae Ry
Hpall ClCGG Haemophilus parainfluenzae
Mspl ClCGG Moraxella species
Pstl CTGCAIG Providencia stuartii 164
Pvull CAGICTG Proteus vulgaris
Sall GITCGAC Streptomyces albus G
Tagl TICGA Thermus aquaticus
Xhol CITCGAG Xanthomonas holcicola

“The recognition sequence is abbreviated so that only one strand, reading 5’ to 3’, is given. The
cleavage site is represented by an arrow (). R and Y represent a purine nucleotide and a pyrimi-
dine nucleotide, respectively.

Source: Roberts, R.J. and Macelis, D., REBASE—the restriction enzyme database,
http://rebase.neb.com.

and a roman numeral if the bacterium contains more than one type of restric-
tion enzyme. For example, EcoRI is produced by E. coli strain RY13.
Interestingly, most Type II restriction endonucleases recognize and cleave
palindromic DNA sequences. A palindrome is a word or phrase that reads the
same forward or backward. Two examples are “refer” and “Madam, I'm Adam.”
In a palindromic DNA segment, the sequence of nucleotides is the same in
each strand, and the segment is said to have twofold symmetry (Fig. 3-15).
Most restriction enzymes cleave the two strands of DNA at positions that are
staggered, producing DNA fragments with complementary single-strand exten-
sions. Restriction fragments with such sticky ends can associate by base
pairing with other restriction fragments generated by the same restriction

(@) EcoRI (b) EcoRV

| |

5—G-A—-A-T-T-C—3% 5—G—A—TTA—T—-C—-3
3—C—T—AGT—A—-G—5

T

L Cleavage site <« Twofold symmetry axis
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FIG. 3-15 Restriction sites. The
recognition sequences for Type Il restriction
endonucleases are palindromes, sequences with
a twofold axis of symmetry. (a) Recognition site
for EcoRl, which generates DNA fragments with
sticky ends. (b) Recognition site for EcoRV,
which generates blunt-ended fragments.
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FIG. 3-16 Apparatus for gel electrophoresis. Samples are applied in slots at the
top of the gel and electrophoresed in parallel lanes. Negatively charged molecules such
as DNA migrate through the gel matrix toward the anode in response to an applied
electric field. Because smaller molecules move faster, the molecules in each lane are
separated according to size. Following electrophoresis, the separated molecules may be

visualized by staining or fluorescence.
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enzyme. Some restriction endonucleases cleave the two strands of DNA at the
symmetry axis to yield restriction fragments with fully base-paired blunt ends.

B Electrophoresis Separates Nucleic Acids According to Size

Treating a DNA molecule with a restriction endonuclease produces a series of
precisely defined fragments that can be separated according to size. Gel elec-
trophoresis is commonly used for the separation. In principle, a charged mol-
ecule moves in an electric field with a velocity proportional to its overall charge
density, size, and shape. For molecules with a relatively homogeneous compo-
sition (such as nucleic acids), shape and charge density are constant, so the
velocity depends primarily on size. Electrophoresis is carried out in a gel-like
matrix, usually made from agarose (carbohydrate polymers that form a loose
mesh) or polyacrylamide (a more rigid cross-linked synthetic polymer). The
gel is typically held between two glass plates (Fig. 3-16) or inside a narrow
capillary tube. The molecules to be separated are applied to one end of the
gel, and the molecules move through the pores in the matrix under the influ-
ence of an electric field. Smaller molecules move more rapidly through the gel
and therefore migrate farther in a given time.

Following electrophoresis, the separated molecules may be visualized in
the gel by an appropriate technique, such as addition of a stain that binds
tightly to the DNA, by radioactive labeling, or by their fluorescence.
Depending on the dimensions of the gel and the visualization technique used,
samples containing less than a nanogram of material can be separated and de-
tected by gel electrophoresis. Several samples can be electrophoresed simulta-
neously. For example, the fragments obtained by digesting a DNA sample with
different restriction endonucleases can be visualized side by side (Fig. 3-17).

FIG. 3-17 Electrophoretogram of restriction digests. The plasmid pAgK84 has
been digested with (A) BamHl, (B) Pstl, (C) Bglll, (D) Haelll, (E) Hincll, (F) Sacl, (G) Xbal,
and (H) Hpal. Lane | contains bacteriophage \ digested with Hindlll as a standard since
these fragments have known sizes. The restriction fragments in each lane are made visible
by fluorescence against a black background. [From Slota, J.E. and Farrand, S.F, Plasmid 8,
180 (1982). Copyright © 1982 by Academic Press.]



The sizes of the various fragments can be determined by comparing their elec-
trophoretic mobilities to the mobilities of fragments of known size.

C Traditional DNA Sequencing
Uses the Chain-Terminator Method

Until recent years, the most widely used technique for sequencing DNA was
the chain-terminator method, which was devised by Frederick Sanger. The
first step in this procedure is to obtain single polynucleotide strands.
Complementary DNA strands can be separated by heating, which breaks the
hydrogen bonds between bases. Next, polynucleotide fragments that terminate
at positions corresponding to each of the four nucleotides are generated.
Finally, the fragments are separated and detected.

DNA Polymerase Copies a Template Strand. The chain-terminator
method (also called the dideoxy method) uses an E. coli enzyme to make
complementary copies of the single-stranded DNA being sequenced. The en-
zyme is a fragment of DNA polymerase I, one of the enzymes that partic-
ipates in replication of bacterial DNA (Section 25-2A). Using the single
DNA strand as a template, DNA polymerase I assembles the four deoxynu-
cleoside triphosphates (ANTPs), dATP, dCTP, dGTD and dTTD into a com-
plementary polynucleotide chain that it elongates in the 5" — 3’ direction
(Fig. 3-18).

DNA polymerase I can sequentially add deoxynucleotides only to the 3’
end of a polynucleotide. Hence, replication is initiated in the presence of a
short polynucleotide (a primer) that is complementary to the 3’ end of the
template DNA and thus becomes the 5’ end of the new strand. The primer
base-pairs with the template strand, and nucleotides are sequentially added to
the 3" end of the primer. If the DNA being sequenced is a restriction frag-
ment, as it usually is, it begins and ends with a restriction site. The primer
can therefore be a short DNA segment with the sequence of this restriction
site.

Template
A G T DNA
. : . polymerase I
C T ﬁ T
PP,
-OH + -OH +  [OH + etc. OH + eic.
ppp ppp ppp
Primer dCTP dTTP

FIG. 3-18 Action of DNA polymerase |. Using a single DNA polynucleotide strand in the 5’ — 3’ direction. The polymerase-
strand as a template, the enzyme elongates the primer by stepwise catalyzed reaction requires a free 3'-OH group on the growing strand.
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See Guided Exploration 2
DNA sequence determination by the
chain-terminator method.

addition of complementary nucleotides. Incoming nucleotides pair with Pyrophosphate (P,0%": PP) is released with each nucleotide

bases on the template strand and are joined to the growing addition.
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FIG. 3-19 Automated DNA sequencing
by the chain-terminator method. The reaction
mixture includes the single-stranded DNA to be
sequenced (the template), a primer, the four
deoxynucleotide triphosphates (represented as
dATR, etc), and small amounts of the four fluo-
rescently labeled dideoxynucleoside
triphosphates (ddATR, etc.). DNA polymerase
extends the primer until a chain-terminating
dideoxy nucleotide is added, generating a set of
DNA fragments that differ by one nucleotide.
The mixture is subjected to gel electrophoresis
in a capillary tube, which separates the
fragments according to size. As each polynu-
cleotide passes the detector, its 3'-terminal
nucleotide is identified according to its laser-
stimulated fluorescence.

DNA Synthesis Terminates after Specific Bases. In the chain-terminator
technique (Fig. 3-19), the DNA to be sequenced is incubated with DNA poly-
merase I, a suitable primer, and the four ANTP substrates (reactants in enzy-
matic reactions) for the polymerization reaction. The key component of the
reaction mixture is a small amount of a 2’,3’-dideoxynucleoside triphos-

phate (ddNTP),

Base]
®—®—®)—ocH, 0 -
<
H H
H H

2',3’-Dideoxynucleoside
triphosphate

which lacks the 3’-OH group of deoxynucleotides. When the dideoxy analog is
incorporated into the growing polynucleotide in place of the corresponding normal
nucleotide, chain growth is terminated because addition of the next nucleotide re-
quires a free 3'-OH.

By using only a small amount of the ddNTP, a series of truncated chains is
generated, each of which ends with the dideoxy analog at one of the positions
occupied by the corresponding base. Each ddNTP bears a different fluorescent
“tag” so that the products of the polymerase reaction can be readily detected. Gel
electrophoresis separates the newly synthesized DNA segments, which differ in
size by one nucleotide. Thus, the sequence of the replicated strand can be di-
rectly read from the gel. Note that the sequence obtained by the chain-termi-
nator method is complementary to the DNA strand being sequenced.

The most advanced sequencing devices that employ the chain-terminator
method identify each DNA fragment as it exits the bottom of a capillary
electrophoresis tube, so the sequence data take the form of a series of peaks

CCGGTAGCAACT —— %’
GG 3

Template: 3
Primer: 5

dATP + dCTP + dGTP + dTTP +
ddATP—@ + ddCTP—@ +
ddGTP—O + ddTTP—@

DNA
polymerase

GGCCATCGTTGA—@
GGCCATCGTTG—O
GGCCATCGTT —@
GGCCATCGT—@
GGCCATCG—O
GGCCATC—@
GGCCAT—@
GGCCA—@

GGCC—@

GGC—@
DNA Dye-labeled DNA segments are

migration §ubject§d to electrophoresis
ﬂ in a capillary gel

Detector

Dye-labeled
DNA segments
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FIG. 3-20 DNA sequence data. Each of the four colored curves fluorescence of its gel band, is indicated by a single letter (A, T, G, or
represents the electrophoretic pattern of fragments containing one of C). This portion of the readout corresponds to nucleotides 100-290
the dideoxynucleotides: Green, red, black, and blue peaks correspond of the DNA segment being sequenced. [Courtesy of Mark Adams, The
to fragments ending in ddATP, ddTTP, ddGTP, and ddCTP, respectively. Institute for Genomic Research, Rockville, Maryland.]

The 3'-terminal base of each oligonucleotide, identified by the

(Fig. 3-20). Sample preparation and data analysis are fully automated, and
sequences of DNA up to 1000 nucleotides can be obtained from a single re-
action mixture. Moreover, these systems contain arrays of 96 capillary tubes
and hence can simultaneously sequence 96 DNA segments.

Newer Sequencing Technologies Use Light or Voltage Changes. The value
of DNA sequence information, particularly the enormous datasets obtained by
sequencing entire genomes, has driven the development of novel sequencing
technologies that offer various trade-offs among cost, speed, and accuracy. Like
the older chain-terminator procedure, newer methods take advantage of the
ability of DNA polymers to produce a complementary copy of a template
DNA strand.

In pyrosequencing, molecules of the template DNA are immobilized on
the surfaces of microscopic plastic beads that are deposited in small wells in a
fiber-optic slide with one bead per well. A primer and DNA polymerase are
added, and then a ANTP substrate is introduced. If DNA polymerase adds
that nucleotide to the new DNA strand, pyrophosphate is released and trig-
gers a chemical reaction involving the firefly enzyme luciferase, which gener-
ates a flash of light. Solutions of each of the four dNTPs are successively
washed across the immobilized DNA template, and a detector records whether
light is produced in the presence of a particular NTP. In this way, the se-
quence of nucleotides complementary to the template strand can be deduced,
and no electrophoretic separation is needed. Pyrosequencing can accurately
“read” stretches of 300-500 nucleotides, somewhat shorter than the sequences
revealed by dideoxy sequencing. The fiber-optic slides contain numerous wells
so that as many as ~400,000 templates can be sequenced simultaneously.
Consequently, the pyrosequencing system is ~300-fold faster than the most
advanced dideoxy sequencing systems.

Other sequencing instruments detect the proton generated on pyrophos-
phate release, so that a DNA sequence can be deduced from the minute change
in voltage when the correct nucleotide (the one matching the template at that
point) is incorporated into the new chain. All of these devices, like the pyrose-
quencing system, sequence large numbers of DNA fragments simultaneously
and hence determine the identities of billions of nucleotides in a single run.

Databases Store Nucleotide Sequences. The results of sequencing projects
large and small are customarily deposited in online databases such as GenBank
(see Bioinformatics Project 1). Approximately 300 billion nucleotides represent-
ing over 200 million sequences have been recorded as of late 2010.



Box 3-1 Pathways of
Discovery
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Francis S. Collins (1950-) By the mid-
twentieth century, the molecular bases of
several human diseases were appreciated. For
example, sickle-cell anemia (Section 7-1E)
was known to be caused by an abnormal
hemoglobin protein. Studies of sickle-cell
hemoglobin eventually revealed the underlying
genetic defect, a mutation in a hemoglobin
gene. It therefore seemed possible to trace
other diseases to defective genes. But for
many genetic diseases, even those with well-characterized
symptoms, no defective protein had yet been identified. One such
disease was cystic fibrosis, which is characterized mainly by the
secretion of thick mucus that obstructs the airways and creates
an ideal environment for bacterial growth. Cystic fibrosis is the
most common inherited disease in individuals of northern
European descent, striking about 1 in 2500 newborns and leading
to death by early adulthood due to irreversible lung damage. It
was believed that identifying the molecular defect in cystic fibrosis
would lead to better understanding of the disease and to the
ability to design more effective treatments.

Enter Francis Collins, who began his career by earning a
doctorate in physical chemistry but then enrolled in medical school
to take part in the molecular biology revolution. As a physician-
scientist, Collins developed methods for analyzing large stretches
of DNA in order to home in on specific genes, including the one
that, when mutated, causes cystic fibrosis. By analyzing the DNA
of individuals with the disease (who had two copies of the
defective gene) and of family members who were asymptomatic

Francis Collins and the Gene for Cystic Fibrosis

arm of chromosome 7. They gradually closed in on a DNA
segment that appears to be present in a number of mammalian
species, which suggests that the segment contains an essential
gene. The cystic fibrosis gene was finally identified in 1989.
Collins had demonstrated the feasibility of identifying a genetic
defect in the absence of other molecular information.

Once the cystic fibrosis gene was in hand, it was a relatively
straightforward process to deduce the probable structure and
function of the encoded protein, which turned out to be a
membrane channel for chloride ions. When functioning normally,
the protein helps regulate the ionic composition and viscosity of
extracellular secretions. Discovery of the cystic fibrosis gene also
made it possible to design tests to identify carriers so that they
could take advantage of genetic counseling.

Throughout Collins” work on the cystic fibrosis gene and during
subsequent hunts for the genes that cause neurofibromatosis and
Huntington’s disease, he was mindful of the ethical implications of
the new science of molecular genetics. Collins has been a strong
advocate for protecting the privacy of genetic information. At the
same time, he recognizes the potential therapeutic use of such
information. In his tenure as director of the human genome
project, he was committed to making the results freely and
immediately accessible, as a service to researchers and the
individuals who might benefit from new therapies based on
molecular genetics. He is presently the director of the National
Institutes of Health (NIH).

Riordan, J.R, Rommens, JM, Kerem, B.-S, Alon, N.,, Rozmahel, R, Grzelczak, Z,
Zielensky, J., Lok, S, Plavsic, N., Chou, J.-L., Drumm, M.L,, lannuzzi, M.C,, Collins, FS,

carriers (with one normal and one defective copy of the gene),
Collins and his team localized the cystic fibrosis gene to the long

and Tsui, L.-C,, Identification of the cystic fibrosis gene: Cloning and characterization
of complementary DNA, Science 245, 1066-1073 (1989).

Nucleic acid sequencing has become so routine that directly determining
a protein’s amino acid sequence (Section 5-3) is generally far more time-
consuming than determining the base sequence of its corresponding gene. In
fact, nucleic acid sequencing is invaluable for studying genes whose products
have not yet been identified. If the gene can be sequenced, the probable func-
tion of its protein product may be deduced by comparing the base sequence
to those of genes whose products are already characterized (see Box 3-1).

D Entire Genomes Have Been Sequenced

The advent of large-scale sequencing techniques brought to fruition the dream
of sequencing entire genomes. However, the major technical hurdle in se-
quencing all the DNA in an organism’s genome is not the DNA sequencing
itself but, rather, assembling the tens of thousands to tens of millions of se-
quenced segments (depending on the size of the genome) into contiguous
blocks and assigning them to their correct chromosomal positions. To do so
required the development of automated sequencing protocols and mathemat-
ically sophisticated computer algorithms.

The first complete genome sequence to be determined, that of the bacterium
Haemophilus influenzae, was reported in 1995 by Craig Venter. By mid-2011,
the complete genome sequences of over 1600 prokaryotes had been reported
(with many more being determined) as well as over 140 eukaryotes, including
humans, human pathogens, plants, and laboratory organisms (Table 3-3).
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TABLE 3-3 Some Sequenced Genomes Section 4 Nucleic Acid Sequencing
Genome Size Number of

Organism (kb) Chromosomes

Mycoplasma genitalium 580 1
(human parasite)

Rickettsia prowazekii 1,112 1
(putative relative of mitochondria)

Haemophilus influenzae 1,830 1
(human pathogen)

Escherichia coli 4,639 1
(human symbiont)

Saccharomyces cerevisiae 12,070 16
(baker’s yeast)

Plasmodium falciparum 23,000 14
(protozoan that causes malaria)

Caenorhabditis elegans 97,000 6
(nematode)

Arabidopsis thaliana 119,200 5
(dicotyledonous plant)

Drosophila melanogaster 180,000 4
(fruit fly)

Oryza sativa 389,000 12
(rice)

Danio rerio 1,700,000 25
(zebra fish)

Gallus gallus 1,200,000 40
(chicken)

Mus musculus 2,500,000 20
(mouse)

Homo sapiens 3,038,000 23

In metagenomic sequencing, the DNA sequences of multiple organisms
are analyzed as a single data set. This approach is used to characterize com-
plex microbial communities, such as those in marine environments, where in-
dividual species—including many not yet identified—cannot be cultured and
sequenced one by one. Metagenomic sequence data reveal the overall gene
number and an estimate of the collective metabolic capabilities of the com-
munity. Over 3 million genes have been identified in a metagenomic analysis
of the microorganisms that inhabit the human gut, representing some 1000
bacterial species. While most humans share a common core set of about 60
gut microorganisms, significant differences appear to correlate with metabolic
variables such as body mass.

The Human Genome Contains Relatively Few Genes. The determination
of the 3-billion-nucleotide human genome sequence was a gargantuan under-
taking involving hundreds of scientists working in two groups, one led by
Venter and the other by Francis Collins (Box 3-1), Eric Lander, and John
Sulston. After over a decade of intense effort, the “rough draft” of the human
genome sequence was reported in early 2001 and the “finished” sequence, cov-
ering ~99% of the genome, was reported in 2004. This stunning achievement
promises to revolutionize the way both biochemistry and medicine are viewed
and practiced, although it is likely to require many years of further effort
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Chapter 3 Nucleotides, Nucleic Acids, before its full significance is understood. Nevertheless, numerous important
and Genetic Information conclusions can already be drawn, including these:

1. About half the human genome consists of repeating sequences of
various types.

2. Up to 80% of the genome may be transcribed to RNA.

3. Only 1.2% of the genome encodes protein.

4. The human genome appears to contain only ~23,000 protein-encoding
genes [also known as open reading frames (ORFs)] rather than the
50,000 to 140,000 ORFs that had previously been predicted. This com-
pares with the ~6000 ORFs in yeast, ~13,000 in Drosophila, ~19,000
in C. elegans, and ~26,000 in Arabidopsis (although these numbers will
almost certainly change as our ability to recognize ORFs improves).

5. Only a small fraction of human proteins are unique to vertebrates;
most occur in other if not all life-forms.

6. Two randomly selected human genomes differ, on average, by only 1
nucleotide per 1000; that is, any two people are likely to be >99.9%
genetically identical.

The obviously greater complexity of humans (vertebrates) relative to inverte-
brate forms of life is unlikely to be due to the not-much-larger numbers of
OREFs that vertebrates encode. Rather, it appears that vertebrate proteins them-
selves are more complex than those of invertebrates; that is, vertebrate proteins
tend to have more domains (modules) than invertebrate proteins, and these
modules are more often selectively expressed through alternative gene splic-
ing (a phenomenon in which a given gene transcript can be processed in
multiple ways so as to yield different proteins when translated; Section 26-3B).
In fact, most vertebrate genes encode several different although similar proteins.

E Evolution Results from Sequence Mutations

One of the richest rewards of nucleic acid sequencing technology is the infor-
mation it provides about the mechanisms of evolution. The chemical and
physical properties of DNA, such as its regular three-dimensional shape and
the elegant process of replication, may leave the impression that genetic infor-
mation is relatively static. In fact, DNA is a dynamic molecule, subject to changes
that alter genetic information. For example, the mispairing of bases during
DNA replication can introduce errors known as point mutations in the
daughter strand. Mutations also result from DNA damage by chemicals or ra-
diation. More extensive alterations in genetic information are caused by faulty
recombination (exchange of DNA between chromosomes) and the transpo-
sition of genes within or between chromosomes and, in some cases, from one
organism to another. All these alterations to DNA provide the raw material
for natural selection. When a mutated gene is transcribed and the messenger
RNA is subsequently translated, the resulting protein may have properties that
confer some advantage to the individual. As a beneficial change is passed from
generation to generation, it may become part of the standard genetic makeup
of the species. Of course, many changes occur as a species evolves, not all of
them simple and not all of them gradual.

Phylogenetic relationships can be revealed by comparing the sequences of
similar genes in different organisms. The number of nucleotide differences be-
tween the corresponding genes in two species roughly indicates the degree to
which the species have diverged through evolution. The regrouping of prokary-
otes into archaea and bacteria (Section 1-2C) according to rRNA sequences
present in all organisms illustrates the impact of sequence analysis.

Nucleic acid sequencing also reveals that species differing in phenotype
(physical characteristics) are nonetheless remarkably similar at the molecular
level. For example, humans and chimpanzees share nearly 99% of their DNA.
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Studies of corn (maize) and its putative ancestor, teosinte, suggest that the
plants differ in only a handful of genes governing kernel development (teosinte
kernels are encased by an inedible shell; Fig. 3-21).

Small mutations in DNA are apparently responsible for relatively large evo-
lutionary leaps. This is perhaps not so surprising when the nature of genetic in-
formation is considered. A mutation in a gene segment that does not encode
protein might interfere with the binding of cellular factors that influence the
timing of transcription. A mutation in a gene encoding an RNA might inter-
fere with the binding of factors that affect the efficiency of translation. Even a
minor rearrangement of genes could disrupt an entire developmental process,
resulting in the appearance of a novel species. Notwithstanding the high prob-
ability that most sudden changes would lead to diminished individual fitness or
the inability to reproduce, the capacity for sudden changes in genetic informa-
tion is consistent with the fossil record. Ironically, the discontinuities in the fos-
sil record that are probably caused in part by sudden genetic changes once fueled
the adversaries of Charles Darwin’s theory of evolution by natural selection.

Sequence Variations Can Be Linked to Human Diseases. Almost 2000

genes have been linked to different human diseases, yet monogenetic dis-
eases, such as cystic fibrosis (see Box 3-1), are relatively rare. Most diseases re-
sult from interactions among multiple genes and from environmental factors.
Nevertheless, scientists are hopeful that genomics can lead to a better under-
standing of how genetic information impacts human health and susceptibility
to illness. One area of success is the screening of individuals who are carriers for
a recessive genetic disorder; that is, they have a normal phenotype but bear one
copy of the defective gene, which may be passed to their children. Clinical tests
are available to detect over a hundred such single-gene defects (Table 3-4).
Preliminary results suggest that as more parents become aware of their carrier
status, fewer children with the disease are being born.

TABLE 3-4 Some Genetic Diseases with Carrier Screening Tests

Disease Symptoms

Ataxia telangiectasia Loss of motor control, immunodeficiency, increased risk
of cancer

Beta thalassemia Severe anemia, slow growth

Galactosemia Mental disability, organ damage

Niemann—Pick disease Loss of intellectual and motor skills, accumulation of lipid

Tay—Sachs disease Loss of intellectual and motor skills, death by age 3

Usher syndrome Deafness and progressive loss of vision

61
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FIG. 3-21 Maize and teosinte. Despite the
large differences in phenotype—maize (bottom)
has hundreds of easily chewed kernels whereas
teosinte (top) has only a few hard, inedible
kernels—the plants differ in only a few genes.
The ancestor of maize is believed to be a mutant
form of teosinte in which the kernels were more
exposed. [(top) Courtesy John Doebley, University
of Wisconsin; (bottom) Marek Mnich/Stockphoto]
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CHECKPOINT

* Explain how restriction enzymes generate
either sticky ends or blunt ends.

*  Why do the smallest fragments of DNA
move the farthest during electrophoresis?

e List all the components and explain their
purpose in the reaction mixture used for
the dideoxy DNA sequencing method.

e Summarize what is known about the size
and gene content of the human genome.

* Explain how evolution results from muta-
tions in DNA.

Although new sequencing technologies will soon make it feasible to se-
quence the complete genomes of individuals, for example, members of a fam-
ily with a poorly characterized genetic disease, most approaches focus on
single-nucleotide polymorphisms (SNPs, instances where the DNA sequence
differs among individuals at one nucleotide). From studies involving thousands
of subjects with and without certain complex diseases such as cancer and type
2 diabetes, researchers have identified a number of SNPs that are associated
with increased risk for these conditions. The SNPs are only proxies for genes
but could provide starting points for further efforts to locate genes or regula-
tory DNA sequences that might be directly involved in the disease. An ongo-
ing challenge for this work is that each genetic variant associated with a disease
typically increases risk for the disease by only a few percent, so an individual’s
likelihood of developing a particular disease appears to be a complicated func-
tion of which variants are present. Several commercial enterprises offer indi-
vidual genome-sequencing services, but until genetic information can be
reliably translated into effective disease-prevention or treatment regimens, the
practical value of “personal genomics” is quite limited.

................................................................................................................................

5 Manipulating DNA

KEY CONCEPTS

* Segments of DNA can be cloned, or reproduced, in a host organism.

* A DNA library is a collection of cloned DNA segments that can be screened to
find a particular gene.

* The polymerase chain reaction amplifies a DNA segment by repeatedly synthesizing
complementary strands.

* Recombinant DNA technology can be used to manipulate genes for protein
expression or for the production of transgenic organisms.

Along with nucleic acid sequencing, techniques for manipulating DNA in
vitro and in vivo (in the test tube and in living systems) have produced dra-
matic advances in biochemistry, cell biology, and genetics. In many cases, this
recombinant DNA technology has made it possible to purify specific DNA
sequences and to prepare them in quantities sufficient for study. Consider the
problem of isolating a unique 1000-bp length of chromosomal DNA from E.
coli. A 10-L culture of cells grown at a density of ~10' cells + mL ™" con-
tains only ~0.1 mg of the desired DNA, which would be all but impossible
to separate from the rest of the DNA using classical separation techniques
(Sections 5-2 and 24-3). Recombinant DNA technology, also called molecular
cloning or genetic engineering, makes it possible to isolate, amplify, and mod-

ify specific DNA sequences.

A Cloned DNA Is an Amplified Copy
The following approach is used to obtain and amplify a segment of DNA:

1. A fragment of DNA of the appropriate size is generated by a restric-
tion enzyme, by PCR (Section 3-5C), or by chemical synthesis.

2. The fragment is incorporated into another DNA molecule known
as a vector, which contains the sequences necessary to direct DNA
replication.

3. The vector—with the DNA of interest—is introduced into cells, in
which it is replicated.

4. Cells containing the desired DNA are identified, or selected.

Cloning refers to the production of multiple identical organisms derived from
a single ancestor. The term clone refers to the collection of cells that contain
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FIG. 3-22 The plasmid pUC18. As shown in this diagram, the circular plasmid Ndel, HgiEII
contains multiple restriction sites, including a polylinker sequence that contains 13 Narl
restriction sites that are not present elsewhere on the plasmid. The three genes AatIl Eco0O109
expressed by the plasmid are amp®, which confers resistance to the antibiotic /
ampicillin; /acZ, which encodes the enzyme B-galactosidase; and /ac/, which
encodes a factor that controls the transcription of /acZ (as described in

Section 28-2A). Xmnl \Polylinker

the vector carrying the DNA of interest or to the DNA itself.
In a suitable host organism, such as E. coli or yeast, large
amounts of the inserted DNA can be produced. Avall
Cloned DNA can be purified and sequenced (Section 3-
4). Alternatively, if a cloned gene is flanked by the properly
positioned regulatory sequences for RNA and protein synthe-
sis, the host may also produce large quantities of the RNA and AVEHII
protein specified by that gene. Thus, cloning provides materials &
(nucleic acids and proteins) for other studies and also provides a
means for studying gene expression under controlled conditions.

Cloning Vectors Carry Foreign DNA. A variety of small, autonomously repli- HgiEIl
cating DNA molecules are used as cloning vectors. Plasmids are circular DNA
molecules of 1 to 200 kb found in bacteria or yeast cells. Plasmids can be con-
sidered molecular parasites, but in many instances they benefit their host by
providing functions, such as resistance to antibiotics, that the host lacks.

Some types of plasmids are present in one or a few copies per cell and
replicate only when the bacterial chromosome replicates. However, the plas-
mids used for cloning are typically present in hundreds of copies per cell and
can be induced to replicate until the cell contains two or three thousand copies
(representing about half of the cell’s total DNA). The plasmids that have been
constructed for laboratory use are relatively small, replicate easily, carry genes
specifying resistance to one or more antibiotics, and contain a number of con-
veniently located restriction endonuclease sites into which foreign DNA can
be inserted. Plasmid vectors can be used to clone DNA segments of no more
than ~10 kb. The E. coli plasmid designated pUC18 (Fig. 3-22) is a repre-
sentative cloning vector (“pUC” stands for plasmid-Universal Cloning).

Bacteriophage N (Fig. 3-23) is an alternative cloning vector that can ac-
commodate DNA inserts up to 16 kb. The central third of the 48.5-kb phage
genome is not required for infection and can therefore be replaced by foreign
DNAs of similar size. The resulting recombinant, or chimera (named after
the mythological monster with a lion’s head, goat’s body, and serpent’s tail), is
packaged into phage particles that can then be introduced into the host cells.
One advantage of using phage vectors is that the recombinant DNA is pro-
duced in large amounts in easily purified form. Baculoviruses, which infect
insect cells, are similarly used for cloning in cultures of insect cells.

Much larger DNA segments—up to several hundred kilobase pairs—can
be cloned in large vectors known as bacterial artificial chromosomes (BACs)
or yeast artificial chromosomes (YACs). YACs are linear DNA molecules that
contain all the chromosomal structures required for normal replication and
segregation during yeast cell division. BACs, which replicate in E. col7, are de-
rived from circular plasmids that normally replicate long regions of DNA and
are maintained at the level of approximately one copy per cell (properties sim-
ilar to those of actual chromosomes).

FIG. 3-23 Bacteriophage A. During phage infection, DNA contained in the ‘head” of
the phage particle enters the bacterial cell, where it is replicated ~100 times and pack-
aged to form progeny phage. [Electron micrograph courtesy of AF. Howatson. From Lewin,
B, Gene Expression, Vol. 3, Fig. 5.23, Wiley (1977).]
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Ligase Joins Two DNA Segments. A DNA segment to be cloned is often
obtained through the action of restriction endonucleases. Most restriction en-
zymes cleave DNA to yield sticky ends (Section 3-4A). Therefore, as Janet
Mertz and Ron Davis first demonstrated in 1972, a restriction fragment can
be inserted into a cut made in a cloning vector by the same restriction enzyme
(Fig. 3-24). The complementary ends of the two DNAs form base pairs (an-
neal) and the sugar—phosphate backbones are covalently ligated, or spliced
together, through the action of an enzyme named DNA ligase. (A ligase pro-
duced by a bacteriophage can also join blunt-ended restriction fragments.) A
great advantage of using a restriction enzyme to construct a recombinant
DNA molecule is that the DNA insert can later be precisely excised from the
cloned vector by cleaving it with the same restriction enzyme.

Selection Detects the Presence of a Cloned DNA. The expression of a
chimeric plasmid in a bacterial host was first demonstrated in 1973 by Herbert
Boyer and Stanley Cohen. A host bacterium can take up a plasmid when the
two are mixed together, but the vector becomes permanently established in its
bacterial host (transformation) with an efficiency of only ~0.1%. However, a
single transformed cell can multiply without limit, producing large quantities
of recombinant DNA. Bacterial cells are typically plated on a semisolid growth
medium at a low enough density that discrete colonies, each arising from a
single cell, are visible.

It is essential to select only those host organisms that have been transformed
and that contain a properly constructed vector. In the case of plasmid transfor-
mation, selection can be accomplished through the use of antibiotics and/or
chromogenic (color-producing) substances. For example, the /zcZ gene in the
pUCI18 plasmid (see Fig. 3-22) encodes the enzyme B-galactosidase, which
cleaves the colorless compound X-gal to a blue product:

a1
HOCH, 5
HO 0. 0 ’
H |
OH H N
H H H
H OH

5-Bromo-4-chloro-3-indolyl-B-p-galactoside (X-gal)
(colorless)

H,0 B-galactosidase

HOCH, @l
HO O_ OH HO Br
H +
OH H
H H N
H OH Lil

B-pD-Galactose 5-Bromo-4-chloro-3-hydroxyindole
(blue)

Cells of E. coli that have been transformed by an unmodified pUC18 plasmid
form blue colonies. However, if the plasmid contains a foreign DNA insert in
its polylinker region, the colonies are colorless because the insert interrupts the
protein-coding sequence of the /acZ gene and no functional -galactosidase is
produced. Bacteria that have failed to take up any plasmid are also colorless
due to the absence of B-galactosidase, but these cells can be excluded by adding
the antibiotic ampicillin to the growth medium (the plasmid includes the gene
ampR, which confers ampicillin resistance). Thus, successfully transformed cells



65

PROCESS DIAGRAM

The resultis a

Foreign DNA chimeric DNA
The sticky ends of containing a portion
the vector and the of the foreign DNA
The cloning vector foreign DNA inserted into the
Cloning and the foreign fragments anneal vector.
DNA are cut by the and are covalently
vector 7 BN < | same restriction joined by DNA
endonuclease. ligase.
1 2

N — —

Sticky o
ends Chimeric DNA

FIG. 3-24 Construction of a recombinant DNA molecule. € See the Animated Figures.

form colorless colonies in the presence of ampicillin. Genes such as amp® are
known as selectable markers.

Genetically engineered bacteriophage N vectors contain restriction sites
that flank the dispensable central third of the phage genome. This segment
can be replaced by foreign DNA, but the chimeric DNA is packaged in phage
particles only if its length is from 75 to 105% of the 48.5-kb wild-type A
genome (Fig. 3-25). Consequently, N phage vectors that have failed to acquire
a foreign DNA insert are unable to propagate because they are too short to

PROCESS DIAGRAM
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FIG. 3-25 Cloning with bacteriophage \. Removal of a nonessential portion of the phage genome allows a segment of foreign DNA to
be inserted. The DNA insert can be packaged into an infectious phage particle only if the insert DNA has the appropriate size. @) See the
Animated Figures.
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How many clones must be obtained from
Drosophila in order to be 99% sure that
they include a particular 10-kb fragment?

Use Equation 3-2 and the size of the
Drosophila genome given in Table 3-3.
Here, /= 10 kb/180,000 kb = 5.56 X
107°.
N = log(1 — P)/log(1 — f)
= log(1 —0.99)/log(1 — 5.56 X 10~°)
= —2/(—2.413 X 107°)
83,000

form infectious phage particles. Of course, the production of infectious phage
particles results not in a growing bacterial colony but in a plaque, a region of
lysed bacterial cells, on a culture plate containing a “lawn” of the host bacte-
ria. The recombinant DNA—now much amplified—can be recovered from
the phage particles in the plaque.

B DNA Libraries Are Collections of Cloned DNA

In order to clone a particular DNA fragment, it must first be obtained in rel-
atively pure form. The magnitude of this task can be appreciated by consid-
ering that, for example, a 1-kb fragment of human DNA represents only
0.00003% of the 3 billion-bp human genome. Of course, identifying a par-
ticular DNA fragment requires knowing something about its nucleotide se-
quence or its protein product. In practice, it is usually more difficult to identify
a particular DNA fragment from an organism and then clone it than it is to
clone all the organism’s DNA that might contain the DNA of interest and
then identify the clones containing the desired sequence.

A Genomic Library Includes All of an Organism’s DNA. The cloned set of
all DNA fragments from a particular organism is known as its genomic
library. Genomic libraries are generated by a procedure known as shotgun
cloning. The chromosomal DNA of the organism is isolated, cleaved to frag-
ments of cloneable size, and inserted into a cloning vector. The DNA is usu-
ally fragmented by partial rather than exhaustive restriction digestion so that
the genomic library contains intact representatives of all the organism’s genes,
including those that contain restriction sites. DNA in solution can also be me-
chanically fragmented (sheared) by rapid stirring.

Given the large size of the genome relative to a gene, the shotgun cloning
method is subject to the laws of probability. The number of randomly gener-
ated fragments that must be cloned to ensure a high probability that a desired
sequence is represented at least once in the genomic library is calculated as
follows: The probability P that a set of V clones contains a fragment that con-
stitutes a fraction f£ in bp, of the organism’s genome is

P=1-(1-pH" [3-1]
Consequently,
N = log(1 — P)/log(1 — f) 3-2]

Thus, in order for P to equal 0.99 for fragments averaging 10 kb in length,
N = 2162 for the 4600-kb E. coli chromosome (see Sample Calculation 3-1).
The use of BAC- or YAC-based genomic libraries with their large fragment
lengths therefore greatly reduces the effort necessary to obtain a given gene seg-
ment from a large genome. After a BAC- or YAC-based clone containing the
desired DNA has been identified (see below), its large DNA insert can be fur-
ther fragmented and cloned again (subcloned) to isolate the target DNA.

A cDNA Library Represents Expressed Genes. A different type of DNA
library contains only the expressed sequences from a particular cell type. Such
a cDNA library is constructed by isolating all the cell's mRNAs and then
copying them to DNA using a specialized type of DNA polymerase known as
reverse transcriptase because it synthesizes DNA using RNA templates (Box
25-2). The complementary DNA (cDNA) molecules are then inserted into
cloning vectors to form a cDNA library. A ¢cDNA library can also be used to
construct a DNA microarray (DNA chip), in which each different cDNA is
immobilized at a specific position on a slide. A DNA chip can be used for
detecting the presence of mRNA in a biological sample (the mRNA, if pres-
ent, will bind to its complementary cDNA; Section 14-4C).
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FIG. 3-26 Colony (in situ) hybridization. Colonies are transferred from a “master”

culture plate by replica plating. Clones containing the DNA of interest are identified by the PROCESS DIAGRAM

ability to bind a specific probe. Here, binding is detected by laying X-ray film over the dried
filter. Since the colonies on the master plate and on the filter have the same spatial
distribution, positive colonies are easily retrieved.
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A Library Is Screened for the Gene of Interest. Once the requisite number
of clones is obtained, the genomic library must be screened for the presence

of the desired gene. This can be done by a process known as colony or in
situ hybridization (Latin: 7z situ, in position; Fig. 3-26). The cloned yeast l \‘

Velvet is pressed
to master plate
and transferred to
nitrocellulose filter.

=

colonies, bacterial colonies, or phage plaques to be tested are transferred, by
replica plating, from a master plate to a nitrocellulose filter (replica plating
is also used to transfer colonies to plates containing different growth media).
Next, the filter is treated with NaOH, which lyses the cells or phages and sep-
arates the DNA into single strands, which preferentially bind to the nitrocel-
lulose. The filter is then dried to fix the DNA in place and incubated with a
labeled probe. The probe is a short segment of DNA or RNA whose sequence

is complementary to a portion of the DNA of interest. After washing away - ../;\:Ig?cellulose
unbound probe, the presence of the probe on the nitrocellulose is detected by - =
a technique appropriate for the label used (e.g., exposure to X-ray film for a =
radioactive probe, a process known as autoradiography, or illumination with ¢ gle- Treat with NaOH which
an appropriate wavelength for a fluorescent probe). Only those colonies or  gyranded l ) g’gsasr;?gsctedfgm into
plaques containing the desired gene bind the probe and are thereby detected.  DNA bound single strands.
The corresponding clones can then be retrieved from the master plate. Using  tofilter—
this technique, a human genomic library of ~1 million clones can be readily = =
screened for the presence of one particular DNA segment. e

Choosing a probe for a gene whose sequence is not known requires some
artistry. The corresponding mRNA can be used as a probe if it is available in " Anneal labeled probe
sufficient quantities to be isolated. Alternatively, if the amino acid sequence 3) to single-stranded
of the protein encoded by the gene is known, the probe may be a mixture of | DNA. Wash and dry.

the various synthetic oligonucleotides that are complementary to a segment of
the gene’s inferred base sequence. Several disease-related genes have been iso-  Labeled
lated using probes specific for nearby markers, such as repeated DNA se-
quences, that were already known to be genetically linked to the disease genes.

Labeled
probe

C DNA Is Amplified by the Polymerase Chain Reaction

Although molecular cloning techniques are indispensable to modern biochem-
ical research, the polymerase chain reaction (PCR) is often a faster and more
convenient method for amplifying a specific DNA. Segments of up to 6 kb can
be amplified by this technique, which was devised by Kary Mullis in 1985.
PCR, a DNA sample is separated into single strands and incubated with DNA
polymerase, ANTPs, and two oligonucleotide primers whose sequences flank the \\ Autoradiograph
DNA segment of interest. The primers direct the DNA polymerase to synthesize com- 4) and compare with
plementary strands of the target DNA (Fig. 3-27). Multiple cycles of this process, | master plate.
each doubling the amount of the target DNA, geometrically amplify the DNA
starting from as little as a single gene copy. In each cycle, the two strands of
the duplex DNA are separated by heating, then the reaction mixture is cooled - .\

4 DOnaof

\ interest

DNA

Autoradiograph
film

to allow the primers to anneal to their complementary segments on the DNA.
Next, the DNA polymerase directs the synthesis of the complementary strands.
The use of a heat-stable DNA polymerase, such as Taq polymerase isolated
from Thermus aquaticus, a bacterium that thrives at 75°C, eliminates the need
to add fresh enzyme after each round of heating (heat inactivates most en-
zymes). Hence, in the presence of sufficient quantities of primers and dNTPs,

| Blackening identifies
colonies detected by probe
| containing the desired DNA. |

PCR is carried out simply by cyclically varying the temperature.
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PROCESS DIAGRAM
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Cycle repeats

FIG. 3-27 The polymerase chain reaction (PCR). The number of “unit-length”
strands doubles with every cycle after the second cycle. By choosing primers specific for
each end of a gene, the gene can be amplified over a millionfold.

|1| Why is a heat-stable polymerase used for PCR?
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See Guided Exploration 3
PCR and site-directed mutagenesis.

.
...........................................................

Twenty cycles of PCR increase the amount of the target sequence around a
millionfold (~2%°) with high specificity. Indeed, PCR can amplify a target DNA
present only once in a sample of 10 cells, so this method can be used without
prior DNA purification. The amplified DNA can then be sequenced or cloned.

PCR amplification has become an indispensable tool. Clinically, it is used to
diagnose infectious diseases and to detect rare pathological events such as muta-
tions leading to cancer. Forensically, the DNA from a single hair or sperm can be
amplified by PCR so that it can be used to identify the donor (Box 3-2).
Traditional ABO blood-type analysis requires a coin-sized drop of blood; PCR is
effective on pinhead-sized samples of biological fluids. Courts now consider DNA
sequences as unambiguous identifiers of individuals, as are fingerprints, because
the chance of two individuals sharing extended sequences of DNA is typically one
in a million or more. In a few cases, PCR has dramatically restored justice to con-
victs who were released from prison on the basis of PCR results that proved their
innocence—even many years after the crime-scene evidence had been collected.

D Recombinant DNA Technology Has Numerous
Practical Applications

The ability to manipulate DNA sequences allows genes to be altered and ex-
pressed in order to obtain proteins with improved functional properties or to
correct genetic defects.

Cloned Genes Can Be Expressed. The production of large quantities of
scarce or novel proteins is relatively straightforward only for bacterial proteins:
A cloned gene must be inserted into an expression vector, a plasmid that
contains properly positioned transcriptional and translational control se-
quences. The production of a protein of interest may reach 30% of the hosts
total cellular protein. Such genetically engineered organisms are called over-
producers. Bacterial cells often sequester large amounts of useless and possi-
bly toxic (to the bacterium) protein as insoluble inclusions, which sometimes
simplifies the task of purifying the protein.

Bacteria can produce eukaryotic proteins only if the recombinant DNA
that carries the protein-coding sequence also includes bacterial transcriptional
and translational control sequences. Synthesis of eukaryotic proteins in bacte-
ria also presents other problems. For example, many eukaryotic genes are large
and contain stretches of nucleotides (introns) that are transcribed and excised
before translation (Section 26-3A); bacteria lack the machinery to excise the
introns. In addition, many eukaryotic proteins are posttranslationally modi-
fied by the addition of carbohydrates or by other reactions. These problems
can be overcome by using expression vectors that propagate in eukaryotic
hosts, such as yeast or cultured insect or animal cells.

Table 3-5 lists some recombinant proteins produced for medical and agri-
cultural use. In many cases, purification of these proteins directly from human
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Forensic DNA testing takes advantage of
DNA sequence variations or polymor-
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DNA Fingerprinting

phisms that occur among individuals.

Many genetic polymorphisms have no

AATG]
TTAC

functional consequences because they
occur in regions of the DNA that contain

many repetitions but do not encode genes

(although if they are located near a “dis-

| Primer )
!!!EiiAATG
TTAC
ease” gene, they can be used to track and
identify the gene). Modern DNA finger-
printing methods examine these noncoding repetitive DNA
sequences in samples that have been amplified by PCR.

Tandemly repeated DNA sequences occur throughout the human
genome and include short tandem repeats (STRs), which contain
variable numbers of repeating segments of two to seven base pairs.
The most popular STR sites for forensic use contain tetranucleotide
repeats. The number of repeats at any one site on the DNA varies
between individuals, even within a family. Each different number of
repeats at a site is called an allele, and each individual can have
two alleles, one from each parent (see figure above).

Since PCR is the first step of the fingerprinting process, only a
tiny amount (~1 ng) of DNA is needed. The region of DNA contain-
ing the STR is amplified by PCR using primers that are complemen-
tary to the unique (nonrepeating) sequences flanking the repeats.

The amplified products are separated by electrophoresis and
detected by the fluorescent tag on their primers. An STR allele is
small enough (~500 bp) that DNA fragments differing by a four-
base repeat can be readily differentiated. The allele designation
for each STR site is generally the number of times a repeated
unit is present. STR sites that have been selected for forensic use
generally have 7 to 30 different alleles.

In the example shown at right, the upper trace shows the
fluorescence of the electrophoretogram of reference standards
(the set of all possible alleles, each identified by the number of
repeat units, from 13 to 23). The lower trace corresponds to the
sample being tested, which contains two alleles, one with 16
repeats and one with 18 repeats. Several STR sites can be ana-
lyzed simultaneously by using the appropriate primers and tagging
them with different fluorescent dyes.

The probability of two individuals having matching DNA finger-
prints depends on the number of STR sites examined and the

or animal tissues is unfeasible on ethical or

Repeat unit
AATGIAATG|AATG|AATG|AATG|AATG|AATG]
TTAC|TTAC|TTAC|TTAC|TTAC|TTAC|TTAC

(_Primer _
AATG|AATGIAATGJAATG|AATGIAATGIAATGIAATG
TTAC|TTAC|TTAC|TTAC|TTAC|TTAC|TTAC|TTAC

Primer

number of alleles at each site. For example, if a pair of alleles at
one site occurs in the population with a frequency of 10% (1/10),
and a pair of alleles at a second site occurs with a frequency of
5% (1/20), then the probability that the DNA fingerprints from
two individuals would match at both sites is 1 in 200 (1/10 X
1/20; the probabilities of independent events are multiplied). By
examining multiple STR sites, the probability of obtaining matching
fingerprints by chance becomes exceedingly small.

R T A I I I I
13 14 15 16 17 18 19 20 21 22 23

Fluorescence

TABLE 3-5 Some Proteins Produced by Genetic Engineering

practical grounds. Expression systems per-

. . . Protein
mit large-scale, efficient preparation of the

Use

proteins while minimizing the risk of con-
tamination by viruses or other pathogens
from tissue samples.

Human insulin

Erythropoietin
Site-Directed Mutagenesis Alters a
Gene’s Nucleotide Sequence. After iso-
lating a gene, it is possible to modify the
nucleotide sequence to alter the amino acid
sequence of the encoded protein. Site-
directed mutagenesis, a technique pio-

Colony-stimulating

Coagulation factors

Hepatitis B surface

Human growth hormone

Tissue-type plasminogen activator

Bovine growth hormone

Treatment of diabetes

Treatment of some endocrine disorders
Stimulation of red blood cell production
factors Production and activation of white blood cells
IX and X Treatment of blood clotting disorders (hemophilia)
Lysis of blood clots after heart attack and stroke
Production of milk in cows

antigen Vaccination against hepatitis B

neered by Michael Smith, mimics the natural
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PROCESS DIAGRAM

Synthetic
oligonucleotide
primer

Gene to be
altered

Mismatched nucleotides\
{ 3 o

Mismatched
primer

Altered
gene

AGCTTCAGAGGTACA
5

A synthetic oligonucleotide primer
incorporating the desired base
changes anneals to the DNA
containing the gene to be altered.

Pere ™ eporey s
AGCTTCAGAGGTACA
)

DNA polymerase extends the
2) mismatched primer to
generate a mutated gene.

dNTPs

3 5

AGCTTCAGAGGTACA
5

FIG. 3-28 Site-directed mutagenesis. The altered gene can be inserted into a suitable cloning vector to be amplified, expressed, or used
to generate a mutant organism. @ See the Animated Figures.

FIG. 3-29 Transgenic mouse. The gigantic
mouse on the left was grown from a fertilized
ovum that had been microinjected with DNA
containing the rat growth hormone gene. He is
nearly twice the weight of his normal littermate
on the right. [Courtesy of Ralph Brinster,
University of Pennsylvania.]

process of evolution and allows predictions about the structural and functional roles
of particular amino acids in a protein to be rigorously tested in the laboratory.

Synthetic oligonucleotides are required to specifically alter genes through
site-directed mutagenesis. An oligonucleotide whose sequence is identical to a
portion of the gene of interest except for the desired base changes is used to
direct replication of the gene. The oligonucleotide hybridizes to the correspon-
ding wild-type (naturally occurring) sequence if there are no more than a few
mismatched base pairs. Extension of the oligonucleotide, called a primer, by
DNA polymerase yields the desired altered gene (Fig. 3-28). The altered gene
can then be inserted into an appropriate vector. A mutagenized primer can
also be used to generate altered genes by PCR.

Transgenic Organisms Contain Foreign Genes. For many purposes it is prefer-
able to tailor an intact organism rather than just a protein—true genetic engi-
neering. Multicellular organisms expressing a gene from another organism are said
to be transgenic, and the transplanted foreign gene is called a transgene.

For the change to be permanent, that is, heritable, a transgene must be
stably integrated into the organism’s germ cells. For mice, this is accomplished
by microinjecting cloned DNA encoding the desired altered characteristics into
a fertilized egg and implanting it into the uterus of a foster mother. A well-
known example of a transgenic mouse contains extra copies of a growth hor-
mone gene (Fig. 3-29).
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Transgenic farm animals have also been developed. Ideally, the genes of Section 5 Manipulating DNA
such animals could be tailored to allow the animals to grow faster on less food
or to be resistant to particular diseases. Some transgenic farm animals have
been engineered to secrete medically useful proteins into their milk. Harvesting
such a substance from milk is much more cost-effective than producing the
same substance in bacterial cultures.

One of the most successful transgenic organisms is corn (maize) that has
been genetically modified to produce a protein that is toxic to plant-eating in-
sects (but harmless to vertebrates). The toxin is synthesized by the soil mi-
crobe Bacillus thuringiensis. The toxin gene has been cloned into corn in order
to confer protection against the European corn borer, a commercially signifi-
cant pest that spends much of its life cycle inside the corn plant, where it is
largely inaccessible to chemical insecticides. The use of “Bt corn,” which is
now widely planted in the United States, has greatly reduced the need for such
toxic substances.

Transgenic plants have also been engineered for better nutrition. For ex-
ample, researchers have developed a strain of rice with foreign genes that en-
code enzymes necessary to synthesize [3-carotene (an orange pigment that is
the precursor of vitamin A) and a gene for the iron-storage protein ferritin.
The genetically modified rice, which is named “golden rice” (Fig. 3-30),
should help alleviate vitamin A deficiencies (which afflict some 400 million
people) and iron deficiencies (an estimated 30% of the world’s population suf-
fers from iron deficiency). Other transgenic plants include freeze-tolerant
strawberries, slow-ripening tomatoes, and rapidly maturing fruit trees.

There is presently a widely held popular suspicion, particularly in Europe,
that genetically modified or “GM” foods will somehow be harmful. However,
extensive research, as well as considerable consumer experience, has failed to
reveal any deleterious effects caused by GM foods (see Box 3-3).

Transgenic organisms have greatly enhanced our understanding of gene
expression. Animals that have been engineered to contain a defective gene or

FIG. 3-30 Golden rice. The white grains on
the left are the wild type. The grains on the right
have been engineered to store up to three times
more iron and to synthesize B-carotene, which
gives them their yellow color. [Courtesy Ingo
Potrykus.]

.....................................................................
.

Box 3-3 Perspectives
in Biochemistry

.
....................................................................................................................................................................................................

Ethical Aspects of Recombinant DNA Technology

In the early 1970s, when genetic engineering was first discussed,
little was known about the safety of the proposed experiments.
After considerable debate, during which there was a moratorium
on such experiments, regulations for recombinant DNA research
were drawn up. The rules prohibit obviously dangerous experi-
ments (e.g., introducing the gene for diphtheria toxin into E. col,
which would convert this human symbiont into a deadly
pathogen). Other precautions limit the risk of accidentally releas-
ing potentially harmful organisms into the environment. For exam-
ple, many vectors must be cloned in host organisms with special
nutrient requirements. These organisms are unlikely to survive
outside the laboratory.

The proven value of recombinant DNA technology has silenced
nearly all its early opponents. Certainly, it would not have been
possible to study some pathogens, such as the virus that causes
AIDS, without cloning. The lack of recombinant-induced genetic
catastrophes so far does not guarantee that recombinant organ-
isms won't ever adversely affect the environment. Nevertheless,
the techniques used by genetic engineers mimic those used in
nature—that is, mutation and selection—so natural and man-made
organisms are fundamentally similar. In any case, people have
been breeding plants and animals for several millennia already,

........................................................................................................

and for many of the same purposes that guide experiments with
recombinant DNA.

There are other ethical considerations to be faced as new
genetic engineering techniques become available. Bacterially pro-
duced human growth hormone is now routinely prescribed to
increase the stature of abnormally short children. However, should
athletes be permitted to use this protein, as some reportedly have,
to increase their size and strength? Few would dispute the use of
gene therapy, if it can be developed, to cure such genetic defects
as sickle-cell anemia (Section 7-1E) and Lesch—Nyhan syndrome
(Section 23-1D). If, however, it becomes possible to alter complex
(i.e, multigene) traits such as athletic ability and intelligence, which
changes would be considered desirable and who would decide
whether to make them? Should gene therapy be used only to
correct an individual's defects, or should it also be used to alter
genes in the individual's germ cells so that succeeding genera-
tions would not inherit the defect? If it becomes easy to deter-
mine an individual's genetic makeup, should this information be
used in evaluating applicants for educational and employment
opportunities or for health insurance? These conundrums have led
to the creation of a branch of philosophy, named bioethics,
designed to deal with them.

................................................................................................
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Chapter 3 Nucleotides, Nucleic Acids,
and Genetic Information

CHECKPOINT

*  Summarize the steps required to amplify a
given segment of DNA in vivo and in vitro.

* Compare the properties of cloning vectors
such as pUC18, bacteriophage \, and
BACs.

» Describe the activities of the enzymes
required to construct a recombinant DNA
molecule.

* Explain why a cloning vector usually
includes a selectable marker.

* What is a DNA library and how can it be
screened for a particular gene?

*  What are the advantages of PCR over
traditional cloning?

*  What are some of the challenges of ex-
pressing a eukaryotic gene in a prokary-
otic host cell?

e Explain how site-directed mutagenesis can
be used to produce an altered protein in
bacterial cells.

* What is the difference between manipulat-

ing a gene for gene therapy and for pro-
ducing a transgenic organism?

1 Nucleotides

that lack a gene entirely (a so-called gene knockout) also serve as experimen-
tal models for human diseases.

Genetic Defects Can Be Corrected. Gene therapy is the transfer of new

genetic material to the cells of an individual in order to produce a thera-
peutic effect. Although the potential benefits of this as yet rudimentary tech-
nology are enormous, there are numerous practical obstacles to overcome. For
example, the retroviral vectors (RNA-containing viruses) commonly used to
directly introduce genes into humans can provoke a fatal immune response.

The first documented success of gene therapy in humans occurred in
children with a form of severe combined immunodeficiency disease
(SCID) known as SCID-X1, which without treatment would have required
their isolation in a sterile environment to prevent fatal infection. SCID-X1
is caused by a defect in the gene encoding yc cytokine receptor, whose ac-
tion is essential for proper immune system function. Bone marrow cells (the
precursors of white blood cells) were removed from the bodies of SCID-X1
victims, incubated with a vector containing a normal yc cytokine receptor
gene, and returned to their bodies. The transgenic bone marrow cells re-
stored immune system function. However, because the viral vector integrates
into the genome at random, the location of the transgene may affect the ex-
pression of other genes, triggering cancer. At least two children have devel-
oped leukemia (a white blood cell cancer) as a result of gene therapy for
SCID-X1.

Other diseases that have been successfully treated by gene therapy are
Leber’s congenital amaurosis, a rare form of blindness, X-linked
adrenoleukodystrophy, in which a defect in a membrane transport protein
leads to brain damage, and B-thalassemia, a type of severe anemia.

................................................................................................................................

* Gel electrophoresis is used to separate and measure the sizes of

DNA fragments.

* Nucleotides consist of a purine or pyrimidine base linked to ri-
bose to which at least one phosphate group is attached. RNA is
made of ribonucleotides; DNA is made of deoxynucleotides
(which contain 2’-deoxyribose).

2 Introduction to Nucleic Acid Structure

* In DNA, two antiparallel chains of nucleotides linked by phos-
phodiester bonds form a double helix. Bases in opposite strands
pair: A with T, and G with C.

* Single-stranded nucleic acids, such as RNA, can adopt stem—loop
structures.

3 Overview of Nucleic Acid Function

* DNA carries genetic information in its sequence of nucleotides.
When DNA is replicated, each strand acts as a template for the
synthesis of a complementary strand.

* According to the central dogma of molecular biology, one strand
of the DNA of a gene is transcribed into mRNA. The RNA is
then translated into protein by the ordered addition of amino
acids that are bound to tRNA molecules that base-pair with the
mRNA at the ribosome.

4 Nucleic Acid Sequencing

* Restriction endonucleases that recognize certain sequences of
DNA are used to specifically cleave DNA molecules.

* In the chain-terminator method of DNA sequencing, the sequence
of nucleotides in a DNA strand is determined by enzymatically
synthesizing complementary polynucleotides that terminate with
a dideoxy analog of each of the four nucleotides. Polynucleotide
fragments of increasing size are separated by electrophoresis to re-
construct the original sequence.

* Mutations and other changes to DNA are the basis for the evo-
lution of organisms.

5 Manipulating DNA

* In molecular cloning, a fragment of foreign DNA is inserted into
a vector for amplification in a host cell. Transformed cells can be
identified by selectable markers.

* Genomic libraries contain all the DNA of an organism. Clones
harboring particular DNA sequences are identified by screening
procedures.

* The polymerase chain reaction amplifies selected sequences of
DNA.

* Recombinant DNA methods are used to produce wild-type or
selectively mutagenized proteins in cells or entire organisms.
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1. Name the following nucleotide.
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2. Name the following nucleotide.
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. In many organisms, DNA is modified by methylation. Draw the

structure of 5-methylcytosine, a base that occurs with high fre-
quency in inactive DNA.

4. When cytosine is treated with bisulfite, the amino group is re-
placed with a carbonyl group. Identify the resulting base.

5. Kinases are enzymes that transfer a phosphoryl group from a nu-
cleoside triphosphate. Which of the following are valid kinase-
catalyzed reactions?

(a) ATP + GDP — ADP + GTP
(b) ATP + GMP — AMP + GTP

6. Kinases are enzymes that transfer a phosphoryl group from a nu-
cleoside triphosphate. Which of the following are valid kinase-
catalyzed reactions?

(a) ADP + CMP — AMP + CDP
(b) AMP + ATP — 2 ADP

7. A diploid organism with a 45,000-kb haploid genome contains
21% G residues. Calculate the number of A, C, G, and T
residues in the DNA of each cell in this organism.

8. A segment of DNA containing 20 base pairs includes 7 guanine
residues. How many adenine residues are in the segment? How
many uracil residues are in the segment?

9. Draw the tautomeric form of adenine.

10. Draw the tautomeric form of cytosine.



74

11. The adenine derivative hypoxanthine can base-pair with cytosine.
Draw the structure of this base pair.

O
H< N)‘t[N\
Ly
N

Hypoxanthine

12. Hypoxanthine can also base-pair with adenine. Draw the struc-
ture of this base pair.

28. Describe the possible outcome of a PCR experiment in which (a)
there is a single-stranded break in the target DNA sequence,
which is present in only one copy in the starting sample, and (b)
there is a double-stranded break in the target DNA sequence,
which is present in only one copy in the starting sample.

29. Write the sequences of the two 12-residue primers that could be
used to amplify the following DNA segment by PCR.
ATAGGCATAGGCCCATATGGCATAAGGCTTTATAATAT-

GCGATAGGCGCTGGTCAG

30. A blood stain from a crime scene and blood samples from four
suspects were analyzed by PCR using fluorescent primers associ-

ated with three STR loci: D3S1358, vWA, and FGA. The result-
ing electrophoretograms are shown below. The numbers beneath
each peak identify the allele (upper box) and the height of the

peak in relative fluorescence units (lower box).

13. Explain why the strands of a DNA molecule can be separated
more easily at pH > 11.

14. Explain why increasing the NaCl concentration increases the

temperature at which the two strands of DNA “melt” apart. . .
(a) Since everyone has two copies of each chromosome and

therefore two alleles of each gene, what accounts for the
appearance of only one allele at some loci?

15. An enzyme from the human immunodeficiency virus (HIV, which
causes AIDS) can synthesize DNA from an RNA template. Explain

how this enzyme activity contradicts Crick’s central dogma. (b) Which suspect is a possible source of the blood?

16. How many different amino acids could theoretically be encoded
by nucleic acids containing four different nucleotides if (a) each
nucleotide coded for one amino acid; (b) consecutive sequences
of two nucleotides coded for one amino acid; (c) consecutive se-
quences of three nucleotides coded for one amino acid; (d) con-
secutive sequences of four nucleotides coded for one amino acid?

(c) Could the suspect be identified using just one of the three
STR loci?

(d) What can you conclude about the amount of DNA obtained
from Suspect 1 compared to Suspect 42

WA [ FGA
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2000
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1000
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1500
1000
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pas13ss | |

17. The recognition sequence for the restriction enzyme Taql is |
TVCGA. Indicate the products of the reaction of Taql with the
DNA sequence shown.

5'-ACGTCGAATC-3’
3"-"TGCAGCTTAG-5’

18. Using the data in Table 3-2, identify restriction enzymes that (a)
produce blunt ends; (b) recognize and cleave the same sequence
(called isoschizomers); (c) produce identical sticky ends.

Elood Stain

19. Describe the outcome of a chain-terminator sequencing proce-
dure in which (a) too little ddNTP is added or (b) too much
ddNTP is added.

20. Describe the outcome of a chain-terminator sequencing proce-
dure in which (a) too few primers are present or (b) too many
primers are present.

21. The 13-Mb genome of the green alga Ostreococcus tauri contains
~8000 genes. Compare the gene density in this eukaryote to that
of E. coli (~4300 genes) and that of A. thaliana (~25,500 genes).

22. Describe how to select recombinant clones if a foreign DNA is
inserted into the polylinker site of pUC18 and then introduced
into E. coli cells.

23. Calculate the number of clones required to obtain with a proba-

bility of 0.99 a specific 5-kb fragment from C. elegans (Table 3-3).

24. You are attempting to clone a 250-kb segment of mouse DNA
in a yeast artificial chromosome. You obtain 5000 similar-sized
clones representing the entire mouse genome. How confident are
you that you have cloned the DNA you are interested in?

25. Why is a genomic library larger than a ¢cDNA library for a given

4000
2000

organism?
26. Why do ¢DNA libraries derived from different cell types within 1507

the same organism differ from each other?

27. Describe the possible outcome of a PCR experiment in which (a)
one of the primers is inadvertently omitted from the reaction
mixture and (b) one of the primers is complementary to several
sites in the starting DNA sample.

[From Thompson, W.C., Ford, S., Doom, T., Raymer, M., and Krane,
D.E., Evaluating forensic DNA evidence: Essential elements of a com-
petent defense review, The Champion 27, 16-25 (2003).]
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Project 1 Databases for the Storage and “Mining”
of Genome Sequences

1. Finding Databases. Locate databases for genome sequences
and explore the meaning of terms related to them.

2. The Institute for Genomic Research. Explore a prokaryotic
genome and find listings for eukaryotic genomes.

3. Analyzing a DNA Sequence. Given a DNA sequence, identify
its open reading frame and translate it into a protein sequence.
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4. Sequence Homology. Perform a BLAST search for homologs
of a protein sequence.

5. Plasmids and Cloning. Predict the sizes of the fragments pro-
duced by the action of various restriction enzymes on plasmids.

Look up one of the genetic dis-
eases listed in Table 3-4. What gene is involved? What is the nor-
mal function of the protein encoded by the gene, and how does
the gene defect produce the characteristic symptoms? How might
this disease be treated through gene therapy?
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The byssal threads by which a mussel attaches itself to rocks are made from adhesive
proteins that contain an unusually high proportion of a hydroxylated form of the amino
acid tyrosine called L-3,4-dihydroxyphenylalanine (L-DOPA). This amino acid forms
extraordinarily strong noncovalent interactions with various types of surfaces. Individual
bonds between the protein and the substrate can break under stress but can also
re-form, giving the byssal threads their characteristic strength and extensibility.
[Photography by Matthew Harrington]

When scientists first turned their attention to nutrition, early in the nineteenth
century, they quickly discovered that natural products containing nitrogen
were essential for the survival of animals. In 1839, the Swedish chemist Jacob
Berzelius coined the term protein (Greek: proteios, primary) for this class of
compounds. The physiological chemists of that time did not realize that pro-
teins were actually composed of smaller components, amino acids, although
the first amino acids had been isolated in 1830. In fact, for many years, it was
believed that substances from plants—including proteins—were incorporated
whole into animal tissues. This misconception was laid to rest when the
process of digestion came to light. After it became clear that ingested proteins
were broken down to smaller compounds containing amino acids, scientists
began to consider the nutritive qualities of those compounds (Box 4-1).

Modern studies of proteins and amino acids owe a great deal to nineteenth
and early twentieth century experiments. We now understand that nitrogen-
containing amino acids are essential for life and that they are the building
blocks of proteins. The central role of amino acids in biochemistry is perhaps
not surprising: Several amino acids are among the organic compounds believed
to have appeared early in the earth’s history (Section 1-1A). Amino acids, as
ancient and ubiquitous molecules, have been co-opted by evolution for a va-
riety of purposes in living systems. We begin this chapter by discussing the
structures and chemical properties of the common amino acids, including their
stereochemistry, and end with a brief summary of the structures and functions
of some related compounds.
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Box 4-1 Pathways of
Discovery

........................................................................................................

William C. Rose (1887-1985) Identifying
the amino acid constituents of proteins was a
scientific challenge that grew out of studies of
animal nutrition. At the start of the twentieth
century, physiological chemists (the term
biochemist was not yet used) recognized that
not all foods provided adequate nutrition. For
example, rats fed the corn protein zein as
their only source of nitrogen failed to grow
unless the amino acids tryptophan and lysine were added to their
diet. Knowledge of metabolism at that time was mostly limited to
information gleaned from studies in which intake of particular
foods in experimental subjects (including humans) was linked to
the urinary excretion of various compounds. Results of such
studies were consistent with the idea that compounds could be
transformed into other compounds, but clearly, nutrients were not
wholly interchangeable.

At the University of lllinois, William C. Rose focused his
research on nutritional studies to decipher the metabolic
relationships of nitrogenous compounds. Among other things, his
studies of rat growth and nutrition helped show that purines and
pyrimidines were derived from amino acids but that those
compounds could not replace dietary amino acids.

In order to examine the nutritional requirements for individual
amino acids, Rose hydrolyzed proteins to obtain their component
amino acids and then selectively removed certain amino acids. In
one of his first experiments, he removed arginine and histidine
from a hydrolysate of the milk protein casein. Rats fed on this
preparation lost weight unless the amino acid histidine was added
back to the food. However, adding back arginine did not
compensate for the apparent requirement for histidine. These
results prompted Rose to investigate the requirements for all the

1 Amino Acid Structure

KEY CONCEPTS
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William C. Rose and the Discovery of Threonine

amino acids. Using similar experimental approaches, Rose
demonstrated that cysteine, histidine, and tryptophan could not be
replaced by other amino acids.

From preparations based on hydrolyzed proteins, Rose moved
to mixtures of pure amino acids. Thirteen of the 19 known amino
acids could be purified, and the other six synthesized. However,
rats fed these 19 amino acids as their sole source of dietary
nitrogen lost weight. Although one possible explanation was that
the proportions of the pure amino acids were not optimal, Rose
concluded that there must be an additional essential amino acid,
present in naturally occurring proteins and their hydrolysates but
not in his amino acid mixtures.

After several years of effort, Rose obtained and identified the
missing amino acid. In work published in 1935, Rose showed that
adding this amino acid to the other 19 could support rat growth.
Thus, the twentieth and last amino acid, threonine, was discovered.

Experiments extending over the next 20 years revealed that 10
of the 20 amino acids found in proteins are nutritionally essential, so
that removal of one of these causes growth failure and eventually
death in experimental animals. The other 10 amino acids were
considered “dispensable” since animals could synthesize adequate
amounts of them.

Rose’s subsequent work included verifying the amino acid
requirements of humans, using graduate students as subjects.
Knowing which amino acids were required for normal health—and in
what amounts—made it possible to evaluate the potential nutritive
value of different types of food proteins. Eventually, these findings
helped guide the formulations used for intravenous feeding.

McCoy, RH., Meyer, C.E, and Rose, W.C., Feeding experiments with mixtures of highly
purified amino acids. VIII. Isolation and identification of a new essential amino acid,
J. Biol. Chem. 112, 283-302 (1935). [Freely available at http://www,jbc.org.]

¢ The 20 standard amino acids share a common structure but differ in their side

chains.
* Peptide bonds link amino acid residues in a polypeptide.

* Some amino acid side chains contain ionizable groups whose pK values may vary.

The analyses of a vast number of proteins from almost every conceivable
source have shown that all proteins are composed of 20 “standard” amino acids.
Not every protein contains all 20 types of amino acids, but most proteins con-

tain most if not all of the 20 types.

The common amino acids are known as a-amino acids because they have |
a primary amino group (—NH,) as a substituent of the & carbon atom, the

R

H;N—C;—COOH

carbon next to the carboxylic acid group (—COOH; Fig. 4-1). The sole \
exception is proline, which has a secondary amino group (—NH—), although H

for uniformity we will refer to proline as an a-amino acid. The 20 standard
amino acids differ in the structures of their side chains (R groups). Table 4-1
displays the names and complete chemical structures of the 20 standard amino

acids.

FIG. 4-1 General structure of an a-amino
acid. The R groups differentiate the 20 standard
amino acids.
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TABLE 4-1 Covalent Structures and Abbreviations of the “Standard” Amino Acids of Proteins, Their Occurrence, and

the pK Values of Their lonizable Groups

Name, Residue Average
Three-letter Symbol, Structural Mass Occurrence pK; Pk pKr
and One-letter Symbol Formula“” (D)? in Proteins (%)° «-COOH? OL-NH3+d Side Chain”
Amino acids with nonpolar side chains
Glycine COO~ 57.0 7.1 2.35 9.78
Gly |
NH3
Alanine COO~ 71.1 8.3 2.35 9.87
Ala |
A H— CI —CHs
NHJ
Valine COO™ 99.1 6.9 2.29 9.74
3
vl H—c—
Leucine COO™ CH 113.2 9.7 2.33 9.74
3
Leu | /
L H—C—CHy—CH
NHJ CH;
Isoleucine COO~ CH, 113.2 6.0 2.32 9.76
Ile | |,
I H—C—— C*CHy—CH;
NHi H
Methionine COO~ 131.2 2.4 2.13 9.28
Met l
M H_?*CHZ*CHZ*S*CH3
NHY
Proline H, 97.1 4.7 1.95 10.64
gro CQo’, ég \4C‘H2
H/ NP CH,
H,
Phenylalanine COO~ 147.2 3.9 2.20 9.31
Phe |
F H— CI —CH,
NH3
Tryptophan COO~ 186.2 1.1 2.46 9.41
Trp |
A\

H

H—C—cH, ; @
2
NH$ N

“The ionic forms shown are those predominating at pH 7.0 (except for that of histidine”) although residue mass is given for the neutral compound. The
C, atoms, as well as those atoms marked with an asterisk, are chiral centers with configurations as indicated according to Fischer projection formulas

(Section 4-2). The standard organic numbering system is provided for heterocycles.

“The residue masses are given for the neutral residues. For the molecular masses of the parent amino acids, add 18.0 D, the molecular mass of H,0, to

the residue masses. For side chain masses, subtract 56.0 D, the formula mass of a peptide group, from the residue masses.

“The average amino acid composition in the complete SWISS-PROT database (http://www.expasy.ch/sprot/relnotes/relstat.html), Release 55.11.
“Data from Dawson, R-M.C., Elliott, D.C., Elliott, W.H., and Jones, K.M., Daza for Biochemical Research (3rd ed.), pp. 1-31, Oxford Science

Publications (1986).
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TABLE 4-1 (continued)
Name, Residue Average
Three-letter Symbol, Structural Mass Occurrence pK; pK; pKR
and One-letter Symbol Formula“ (D)®  in Proteins (%)° «-COOH? «-NH;*? Side Chain?
Amino acids with uncharged polar side chains
Serine C|OO_ 87.1 6.5 2.19 9.21
ger H—cl— CH,—OH
NHY
Threonine COO™ H 101.1 53 2.09 9.10
Thr l ‘ *
- H— cI ——c*cH,
NH OH
Asparagine® COO™ 0 114.1 4.0 2.14 8.72
Asn | Vi
N H— clf CH,— C\
NHJ NH,
Glutamine® COO~ 0] 128.1 3.9 2.17 9.13
Gl H— ¢ CHy—Cey—C
Q | 2 AN
NH} NH,
Tyrosine ClOO_ 163.2 2.9 2.20 9.21 10.46 (phenol)
?’r H—C|CH2@ OH
NH{
Cysteine C|007 103.1 1.4 1.92 10.70  8.37 (sulthydryl)
gys H—cl—CHrSH
NHY
Amino acids with charged polar side chains
Lysine COO~ 128.2 5.9 2.16 9.06 10.54 (e-NH3)
Lys |
NH;
Arginine ClOO_ NH, 156.2 5.5 1.82 8.99 12.48 (guanidino)
A
Re H—cl—CHZ—CHZ—CHZ—NH—C\
NH; NH}
Histidine/ C|‘OO_ . 137.1 2.3 1.80 9.33 6.04 (imidazole)
His + ;INH
H H—C— CHz@
| N
NH H
Aspartic acid® (|:OO_ /O 115.1 5.4 1.99 9.90  3.90 (a-COOH)
7
/SSP H—C—CH,—C
| \
NHj 0~
Glutamic acid® COO™ @) 129.1 6.8 2.10 9.47  4.07 (y-COOH)
Glu | 7/

I \

NHY o

“The three- and one-letter symbols for asparagine or aspartic acid are Asx and B, whereas for glutamine o7 glutamic acid they are Glx and Z. The one-letter

symbol for an undetermined or “nonstandard” amino acid is X.

/Both neutral and protonated forms of histidine are present at pH 7.0, since its pKy is close to 7.0.
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R

.
HsN—C—CO0™
|
H
FIG. 4-2 A dipolar amino acid. At
physiological pH, the amino group is protonated
and the carboxylic acid group is unprotonated.

Ry H Rp O
+ / N NV
H3N—C| C + H—N—(lj—c\
_ \ _
B © HuH O
FHQO
R; O Ro 0
+ Ll |7
HgN—cl—C—IT—cl—c\
H H H O

FIG. 4-3 Condensation of two amino
acids. Formation of a CO—NH bond with the
elimination of a water molecule produces a
dipeptide. The peptide bond is shown in red.
The residue with a free amino group is the
N-terminus of the peptide, and the residue with
a free carboxylate group is the C-terminus.

“2| Draw a tripeptide resulting from the
condensation of a third amino acid.

A Amino Acids Are Dipolar lons

The amino and carboxylic acid groups of amino acids readily ionize. The pK
values of the carboxylic acid groups (represented by pK; in Table 4-1) lie in a
small range around 2.2, while the pX values of the a-amino groups (pK;) are
near 9.4. At physiological pH (~7.4), the amino groups are protonated and the
carboxylic acid groups are in their conjugate base (carboxylate) form (Fig. 4-2).
An amino acid can therefore act as both an acid and a base. Table 4-1 also lists
the pKvalues for the seven side chains that contain ionizable groups (pKR).
Molecules such as amino acids, which bear charged groups of opposite po-
larity, are known as dipolar ions or zwitterions. Amino acids, like other ionic
compounds, are more soluble in polar solvents than in nonpolar solvents. As
we will see, the ionic properties of the side chains influence the physical and
chemical properties of free amino acids and amino acids in proteins.

B Peptide Bonds Link Amino Acids

Amino acids can be polymerized to form chains. This process can be repre-
sented as a condensation reaction (bond formation with the elimination of
a water molecule), as shown in Fig. 4-3. The resulting CO—NH linkage, an
amide linkage, is known as a peptide bond.

Polymers composed of two, three, a few (3-10), and many amino acid
units are known, respectively, as dipeptides, tripeptides, oligopeptides, and
polypeptides. These substances, however, are often referred to simply as
“peptides.” After they are incorporated into a peptide, the individual amino
acids (the monomeric units) are referred to as amino acid residues.

Polypeptides are linear polymers rather than branched chains; that is, each
amino acid residue participates in two peptide bonds and is linked to its neigh-
bors in a head-to-tail fashion. The residues at the two ends of the polypep—
tide each participate in just one peptide bond. The residue with a free amino
group (by convention, the leftmost residue, as shown in Fig. 4-3) is called the
amino terminus or N-terminus. The residue with a free carboxylate group
(at the right) is called the carboxyl terminus or C-terminus.

Proteins are molecules that contain one or more polypeptide chains.
Variations in the length and the amino acid sequence of polypeptides are major
contributors to the diversity in the shapes and biological functions of proteins, as
we will see in succeeding chapters.

C Amino Acid Side Chains Are Nonpolar, Polar, or Charged

The most useful way to classify the 20 standard amino acids is by the polar-
ities of their side chains. According to the most common classification scheme,
there are three major types of amino acids: (1) those with nonpolar R groups,
(2) those with uncharged polar R groups, and (3) those with charged polar
R groups.

The Nonpolar Amino Acid Side Chains Have a Variety of Shapes and Sizes.
Nine amino acids are classified as having nonpolar side chains. The three-
dimensional shapes of some of these amino acids are shown in Fig. 4-4. Glycine
has the smallest possible side chain, an H atom. Alanine, valine, leucine, and
isoleucine have aliphatic hydrocarbon side chains ranging in size from a methyl
group for alanine to isomeric butyl groups for leucine and isoleucine.
Methionine has a thioether side chain that resembles an #-butyl group in many
of its physical properties (C and S have nearly equal electronegativities, and S
is about the size of a methylene group). Proline has a cyclic pyrrolidine side
group. Phenylalanine (with its phenyl moiety) and tryptophan (with its in-
dole group) contain aromatic side groups, which are characterized by bulk as
well as nonpolarity.
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Alanine | soleucine Phenylalanine

FIG. 4-4 Some amino acids with nonpolar side chains. The amino acids are shown
as ball-and-stick models embedded in transparent space-filling models. The atoms are
colored according to type with C green, H white, N blue, and O red.

Uncharged Polar Side Chains Have Hydroxyl, Amide, or Thiol Groups. Six
amino acids are commonly classified as having uncharged polar side chains
(Table 4-1 and Fig. 4-5). Serine and threonine bear hydroxylic R groups of
different sizes. Asparagine and glutamine have amide-bearing side chains of
different sizes. Tyrosine has a phenolic group (and, like phenylalanine and
tryptophan, is aromatic). Cysteine is unique among the 20 amino acids in
that it has a thiol group that can form a disulfide bond with another cysteine
through the oxidation of the two thiol groups (Fig. 4-6).

Serine Glutamine

FIG. 4-5 Some amino acids with uncharged polar side chains. Atoms are
represented and colored as in Fig. 4-4. Note the presence of electronegative atoms on
the side chains.

|
H—(ll—CHz—SH + HS—CH,—C—H

| 10 |
. 2 2 .
Cysteine H,0 Cysteine
residue residue
I I
(|3= O NH
H—(|3—CH2— S—S—CH,—C—H
NH cC=0 FIG. 4-6 Disulfide-bonded cysteine residues. The disulfide bond forms when
I

| the two thiol groups are oxidized.
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Lysine

FIG. 4-7 Some amino acids with charged
polar side chains. Atoms are represented and
colored as in Fig. 4-4.

SAMPLE CALCULATION 4-1

: Calculate the isoelectric point of aspartic :
: acid. :

: In the neutral species, the a-carboxylate :
: group is deprotonated and the a-amino :
: group is protonated. Protonation of the a- :
: carboxylate group or deprotonation of the :
: B-carboxylate group would both yield :
: charged species. Therefore, the pK values :
: for these groups (1.99 and 3.90; see Table :
: 4-1) should be used with Equation 4-1: :

- pl = (pK; + pK)/2 ;
: = (1.99 + 3.90)/2 = 2.94 :

Charged Polar Side Chains Are Positively or Negatively Charged. Five
amino acids have charged side chains (Table 4-1 and Fig. 4-7). The side chains
of the basic amino acids are positively charged at physiological pH values.
Lysine has a butylammonium side chain, and arginine bears a guanidino
group. As shown in Table 4-1, histidine carries an imidazolium moiety. Note
that only histidine, with a pKy of 6.04, readily ionizes within the physiolog-
ical pH range. Consequently, both the neutral and cationic forms occur in
proteins. In fact, the protonation—deprotonation of histidine side chains is a
feature of numerous enzymatic reaction mechanisms.

The side chains of the acidic amino acids, aspartic acid and glutamic
acid, are negatively charged above pH 3; in their ionized state, they are often
referred to as aspartate and glutamate. Asparagine and glutamine are, respec-
tively, the amides of aspartic acid and glutamic acid.

The foregoing allocation of the 20 amino acids among the three different
groups is somewhat arbitrary. For example, glycine and alanine, the smallest
of the amino acids, and tryptophan, with its heterocyclic ring, might just as
well be classified as uncharged polar amino acids. Similarly, tyrosine and cys-
teine, with their ionizable side chains, might also be thought of as charged po-
lar amino acids, particularly at higher pH values. In fact, the deprotonated
side chain of cysteine (which contains the thiolate anion, S™) occurs in a va-
riety of enzymes, where it actively participates in chemical reactions.

Inclusion of a particular amino acid in one group or another reflects not
just the properties of the isolated amino acid, but its behavior when it is part
of a polypeptide. The structures of most polypeptides depend on a tendency
for polar and ionic side chains to be hydrated and for nonpolar side chains to
associate with each other rather than with water. This property of polypep-
tides is the hydrophobic effect (Section 2-1C) in action. As we will see, the
chemical and physical properties of amino acid side chains also govern the
chemical reactivity of the polypeptide. It is therefore worthwhile studying
the structures of the 20 standard amino acids in order to appreciate how they
vary in polarity, acidity, aromaticity, bulk, conformational flexibility, ability
to cross-link, ability to hydrogen bond, and reactivity toward other groups.

D The pK Values of lonizable Groups Depend on Nearby Groups

The o-amino acids have two or, for those with ionizable side chains, three
acid—base groups. At very low pH values, these groups are fully protonated,
and at very high pH values, these groups are unprotonated. At intermediate
pH values, the acidic groups tend to be unprotonated, and the basic groups
tend to be protonated. Thus, for the amino acid glycine, below pH 2.35 (the
pK value of its carboxylic acid group), the "H;NCH,COOH form predom-
inates. Above pH 2.35, the carboxylic acid is mostly ionized but the amino
group is still mostly protonated ("H;NCH,COO ™). Above pH 9.78 (the pK
value of the amino group), the H,NCH,COO ™~ form predominates. Note
that in aqueous solution, the un-ionized form (H,NCH,COOH) is present only
in vanishingly small quantities.

The pH at which a molecule carries no net electric charge is known as its
isoelectric point, pZ For the a-amino acids,

1
pl= 5(pl€ + pKj) [4-1]

where K; and K; are the dissociation constants of the two ionizations involv-
ing the neutral species. For monoamino, monocarboxylic acids such as glycine,
K; and K; represent K; and K,. However, for aspartic and glutamic acids, K;
and K; are K, and Ky, whereas for arginine, histidine, and lysine, these quan-
tities are Kg and K, (see Sample Calculation 4-1).

Of course, amino acid residues in the interior of a polypeptide chain do
not have free a-amino and a-carboxyl groups that can ionize (these groups



are joined in peptide bonds; Fig. 4-3). Furthermore, the pK values of all ion-
izable groups, including the N- and C-termini, usually differ from the pK val-
ues listed in Table 4-1 for free amino acids. For example, the pK values of
a-carboxyl groups in unfolded proteins range from 3.5 to 4.0. In the free
amino acids, the pKvalues are much lower, because the positively charged am-
monium group electrostatically stabilizes the COO™ group, in effect making
it easier for the carboxylic acid group to ionize. Similarly, the pX values for
a-amino groups in proteins range from 7.5 to 8.5. In the free amino acids,
the pK values are higher, due to the electron-withdrawing character of the
nearby carboxylate group, which makes it more difficult for the ammonium
group to become deprotonated. In addition, the three-dimensional structure
of a folded polypeptide chain may bring polar side chains and the N- and C-
termini close together. The resulting electrostatic interactions between these
groups may shift their pK values up to several pH units from the values for
the corresponding free amino acids. For this reason, the p/ of a polypeptide,
which is a function of the pK values of its many ionizable groups, is not eas-
ily predicted and is usually determined experimentally.

E Amino Acid Names Are Abbreviated

The three-letter abbreviations for the 20 standard amino acids given in Table
4-1 are widely used in the biochemical literature. Most of these abbreviations
are taken from the first three letters of the name of the corresponding amino
acid and are pronounced as written. The symbol Glx indicates Glu or Gln,
and similarly, Asx means Asp or Asn. This ambiguous notation stems from
laboratory experience: Asn and Gln are easily hydrolyzed to Asp and Glu, re-
spectively, under the acidic or basic conditions often used to recover them
from proteins. Without special precautions, it is impossible to tell whether a
detected Glu was originally Glu or Gln, and likewise for Asp and Asn.

The one-letter symbols for the amino acids are also given in Table 4-1.
This more compact code is often used when comparing the amino acid se-
quences of several similar proteins. Note that the one-letter symbol is usually
the first letter of the amino acid’s name. However, for sets of residues that
have the same first letter, this is true only of the most abundant residue of
the set.

Amino acid residues in polypeptides are named by dropping the suffix,
usually -ine, in the name of the amino acid and replacing it by -yl. Polypeptide
chains are described by starting at the N-terminus and proceeding to the
C-terminus. The amino acid at the C-terminus is given the name of its parent
amino acid. Thus, the compound

OH

HsN—C—C—N—C—C—N—C—C—N—C—COO0™
|l | |l
H O H O
Ala — Tyr — Asp — Gly

is called alanyltyrosylaspartylglycine. Obviously, such names for polypeptide
chains of more than a few residues are extremely cumbersome. The tetrapep-
tide above can also be written as Ala-Tyr-Asp-Gly using the three-letter abbre-
viations, or AYDG using the one-letter symbols.

The various atoms of the amino acid side chains are often named in se-
quence with the Greek alphabet, starting at the carbon atom adjacent to the
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CHECKPOINT

* Draw a generic amino acid and identify
the o carbon and its substituents.

¢ Draw the structures of the 20 standard
amino acids and give their one- and three-
letter abbreviations.

* Draw a Cys—Gly—Asn tripeptide. Identify
the peptide bond and the N- and
C-termini, and determine the peptide’s
net charge at neutral pH.

* Classify the 20 standard amino acids by
polarity, structure, type of functional group,
and acid—base properties.

*  Why do the pK values of ionizable groups
differ between free amino acids and amino
acid residues in polypeptides?

H O H O
—NH—(lla—(Ll— —NH—(lla—(Ll—
0, 0,
e, e,
HyCy COO™

e,
NI
Lys Glu

FIG. 4-8 Greek nomenclature for amino acids. The carbon atoms are assigned
sequential letters in the Greek alphabet, beginning with the carbon next to the carbonyl group.

peptide carbonyl group. Therefore, as Fig. 4-8 indicates, the Lys residue is said
to have an g-amino group and Glu has a y-carboxyl group. Unfortunately, this
labeling system is ambiguous for several amino acids. Consequently, stan-
dard numbering schemes for organic molecules are also employed (and are in-
dicated in Table 4-1 for the heterocyclic side chains).

2 Stereochemistry

‘KEY CONCEPTS

* Amino acids and many other biological compounds are chiral molecules whose
configurations can be depicted by Fischer projections.
e The amino acids in proteins all have the L stereochemical configuration.

With the exception of glycine, all the amino acids recovered from polypep-
tides are optically active; that is, they rotate the plane of polarized light. The
direction and angle of rotation can be measured using an instrument known
as a polarimeter (Fig. 4-9).

Optically active molecules are asymmetric; that is, they are not superimpos-
able on their mirror image in the same way that a left hand is not superim-
posable on its mirror image, a right hand. This situation is characteristic of

Analyzer
(can be rotated)

Degree scale
(fixed)

Polarimeter
tube

Plane of polarization
of the emerging light
is not the same as

Fixed
polarizer

Light that of the entering
source ) ;
l“ Optically active polarized light.
w4 g substance in solution
: é in the tube causes
¥ = X the plane of the polarized

light to rotate.

FIG. 4-9 Diagram of a polarimeter. This device is used to measure optical rotation.



substances containing tetrahedral carbon atoms that have four different sub-
stituents. For example, the two molecules depicted in Fig. 4-10 are not su-
perimposable; they are mirror images. The central atoms in such molecules are
known as asymmetric centers or chiral centers and are said to have the prop-
erty of chirality (Greek: cheir, hand). The C, atoms of the amino acids (ex-
cept glycine) are asymmetric centers. Glycine, which has two H atoms attached
to its C,, atom, is superimposable on its mirror image and is therefore not op-
tically active. Many biological molecules in addition to amino acids contain
one or more chiral centers.

Chiral Centers Give Rise to Enantiomers. Molecules that are nonsuperim-
posable mirror images are known as enantiomers of one another.
Enantiomeric molecules are physically and chemically indistinguishable by
most techniques. Only when probed asymmetrically, for example, by plane-
polarized light or by reactants that also contain chiral centers, can they be distin-
guished or differentially manipulated.

Unfortunately, there is no clear relationship between the structure of a
molecule and the degree or direction to which it rotates the plane of polar-
ized light. For example, leucine isolated from proteins rotates polarized light
10.4° to the left, whereas arginine rotates polarized light 12.5° to the right.
(The enantiomers of these compounds rotate polarized light to the same de-
gree but in the opposite direction.) It is not yet possible to predict optical
rotation from the structure of a molecule or to derive the absolute
configuration (spatial arrangement) of chemical groups around a chiral center
from optical rotation measurements.

The Fischer Convention Describes the Configuration of Asymmetric
Centers. Biochemists commonly use the Fischer convention to describe
different forms of chiral molecules. In this system, the configuration of the
groups around an asymmetric center is compared to that of glyceraldehyde,
a molecule with one asymmetric center. In 1891, Emil Fischer proposed that
the spatial isomers, or stereoisomers, of glyceraldehyde be designated D-
glyceraldehyde and 1-glyceraldehyde (Fig. 4-11). The prefix L (note the use
of a small uppercase letter) signified rotation of polarized light to the left
(Greek: levo, left), and the prefix D indicated rotation to the right (Greek: dex-
tro, right) by the two forms of glyceraldehyde. Fischer assigned the prefixes to
the structures shown in Fig. 4-11 without knowing whether the structure on
the left and the structure on the right were actually levorotatory or dextro-
rotatory, respectively. Only in 1949 did experiments confirm that Fischer’s
guess was indeed correct.

Fischer also proposed a shorthand notation for molecular configurations,
known as Fischer projections, which are also given in Fig. 4-11. In the Fischer
convention, horizontal bonds extend above the plane of the paper and verti-
cal bonds extend below the plane of the paper.

The configuration of groups around any chiral center can be related to
that of glyceraldehyde by chemically converting the groups to those of glyc-
eraldehyde. For a-amino acids, the amino, carboxyl, R, and H groups around
the C, atom correspond to the hydroxyl, aldehyde, CH,OH, and H groups,
respectively, of glyceraldehyde.

CHO coO~
HO—C —H H,N—C —H
CH,0H R

L-Glyceraldehyde L-0-Amino acid

Therefore, L-glyceraldehyde and L-a-amino acids are said to have the same rela-
tive configuration. A/l amino acids derived from proteins have the L stereochemical
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c @ a
/ :
H—C-—~—F ! F /C —H
Br E Br
Mirror plane

FIG. 4-10 The two enantiomers of
fluorochlorobromomethane. The four
substituents are tetrahedrally arranged around the
central carbon atom. A dotted line indicates that
a substituent lies behind the plane of the paper,
a wedged line indicates that it lies above the
plane of the paper, and a thin line indicates that
it lies in the plane of the paper. The mirror plane
relating the enantiomers is represented by a
vertical dashed red line.

Geometric formulas

CHO CHO
CH,OH | CH,OH
Fischer p:rojection
CHO CHO
Ho—o—n D H— lC —OH
éHon éHon

Mirror plane

L-Glyceraldehyde

FIG. 4-11 The Fischer convention. The
enantiomers of glyceraldehyde are shown as
geometric formulas (top) and as Fischer
projections (bottom). In a Fischer projection,
horizontal lines represent bonds that extend
above the page and vertical lines represent
bonds that extend below the page (in some
Fischer projections, the central chiral carbon
atom is not shown explicitly).

D-Glyceraldehyde

|1| Draw Fischer projections for the two
enantiomers of alanine or use a molec-
ular model kit to prove that the two
isomers are nonsuperimposable mirror
images.



Box 4-2 Perspectives

in Bi - The R t
in Biochemistry e RS System

A system to unambiguously describe the configurations of mole-
cules with more than one asymmetric center was devised in 1956
by Robert Cahn, Christopher Ingold, and Vladimir Prelog. In the
Cahn-Ingold-Prelog or RS system, the four groups surrounding
a chiral center are ranked according to a specific although arbi-
trary priority scheme: Atoms of higher atomic number rank above
those of lower atomic number (e.g, —OH ranks above —CHy). If
the first substituent atoms are identical, the priority is established
by the next atom outward from the chiral center (e.g, —CHoOH
takes precedence over —CHjz). The order of priority of some
common functional groups is

SH > OH > NHy > COOH > CHO > CH,0H > CgHs > CHg > H

The prioritized groups are assigned the letters W, X, Y, Z such that
their order of priority ranking is W > X >Y > Z. To establish the
configuration of the chiral center, it is viewed from the asymmetric
center toward the Z group (lowest priority). If the order of the
groups W — X — Y is clockwise, the configuration is designated
R (Latin: rectus, right). If the order of W — X — Y is counter-

L-Glyceraldehyde is (S)-glyceraldehyde because the three
highest priority groups are arranged counterclockwise when the
H atom (dashed lines) is positioned behind the chiral C atom
(large circle).

CHO C\HO(X) ‘\
HO=— C —H - OH
CH,0H /

CH,OHy,

L-Glyceraldehyde (S)-Glyceraldehyde

All the L-amino acids in proteins are (S)-amino acids except
cysteine, which is (R)-cysteine because the S in its side chain
increases its priority. Other closely related compounds with the
same designation under the Fischer pL convention may have
different representations under the RS system. The RS system is
particularly useful for describing the chiralities of compounds with
multiple asymmetric centers. Thus, L-threonine can also be called

(2S5,3R)-threonine.

clockwise, the configuration is designated S (Latin: sinistrus, left).

configuration; that is, they all have the same relative configuration around their C,
atoms. Of course, the L or D designation of an amino acid does not indicate
its ability to rotate the plane of polarized light. Many L-amino acids are
dextrorotatory.

The Fischer system has some shortcomings, particularly for molecules with
multiple asymmetric centers. Each asymmetric center can have two possible
configurations, so a molecule with 7 chiral centers has 2” different possible
stereoisomers. Threonine and isoleucine, for example, each have two chiral car-
bon atoms, and therefore each has four stereoisomers, or two pairs of enan-
tiomers. [The enantiomers (mirror images) of the L forms are the D forms.]
For most purposes, the Fischer system provides an adequate description of bi-
ological molecules. A more precise nomenclature system is also occasionally
used by biochemists (see Box 4-2).

Life Is Based on Chiral Molecules. Consider the ordinary chemical synthe-
sis of a chiral molecule, which produces a racemic mixture (containing equal
amounts of each enantiomer). In order to obtain a product with net asymme-
try, a chiral process must be employed. One of the most striking characteris-
tics of life is its production of optically active molecules. Biosynthetic processes
almost invariably produce pure stereoisomers. The fact that the amino acid
residues of proteins all have the L configuration is just one example of this
phenomenon. Furthermore, because most biological molecules are chiral, a
given molecule—present in a single enantiomeric form—will bind to or react
with only a single enantiomer of another compound. For example, a protein
made of L-amino acid residues that reacts with a particular L-amino acid does
not readily react with the D form of that amino acid. An otherwise identical
synthetic protein made of D-amino acid residues, however, readily reacts only
with the corresponding D-amino acid.

D-Amino acid residues are components of some relatively short (<20
residues) bacterial polypeptides. These polypeptides are perhaps most widely
distributed as constituents of bacterial cell walls (Section 8-3B). The presence
of the D-amino acids renders bacterial cell walls less susceptible to attack by
the peptidases (enzymes that hydrolyze peptide bonds) that are produced by
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HyC\ \
CH—CHQO C—COOH
H,C” \
3
CH,

Ibuprofen

FIG. 4-12 Ibuprofen. Only the enantiomer shown has anti-inflammatory action. The
chiral carbon is red.

Thalidomide

FIG. 4-13 Thalidomide. This drug was widely used in Europe as a mild sedative in
the early 1960s. Its inactive enantiomer (not shown), which was present in equal amounts
in the formulations used, causes severe birth defects in humans when taken during the
first trimester of pregnancy. Thalidomide was often prescribed to alleviate the nausea
(morning sickness) that is common during this period. In recent years, however, it was
found that thalidomide is an effective drug for the treatment of the immune system cancer
multiple myeloma.

other organisms to digest bacteria. Likewise, D-amino acids are components
of many bacterially produced peptide antibiotics. Most peptides containing D-
amino acids are not synthesized by the standard protein synthetic machinery,
in which messenger RNA is translated at the ribosome by transfer RNA mol-
ecules with attached L-amino acids (Chapter 27). Instead, the D-amino acids
are directly joined together by the action of specific bacterial enzymes.
The importance of stereochemistry in living systems is also a concern of
the pharmaceutical industry. Many drugs are chemically synthesized as
racemic mixtures, although only one enantiomer has biological activity. In most CHECKPOINT

cases, the opposite enantiomer is biologically inert and is therefore packaged . Explain why all the amino acids except for

along with its active counterpart. This is true, for example, of the anti-inflam- glycine are chiral.

matory agent ibuprofen, only one enantiomer of which is physiologically . |gentify all the chiral carbons in the amino
active (Fig. 4-12). Occasionally, the inactive enantiomer of a useful drug acids shown in Table 4-1.

produces harmful effects and must therefore be eliminated from the . Eypjain how the Fischer convention
racemic mixture. The most striking example of this is the drug thalidomide describes the absolute configuration
(Fig. 4-13), a mild sedative whose inactive enantiomer causes severe birth of a chiral molecule.

defects. Partly because of the unanticipated problems caused by inactive « Explain why an enzyme can catalyze a
drug enantiomers, chiral organic synthesis has become an active area of chemical reaction involving just one
medicinal chemistry. enantiomer of a compound.

................................................................................................................................

3 Amino Acid Derivatives
‘.!‘...E.Y...E.Q.NE..E..'?.I.? ..............................................................................

* The side chains of amino acid residues in proteins may be covalently modified.
* Some amino acids and amino acid derivatives function as hormones and regula-
tory molecules.

The 20 common amino acids are by no means the only amino acids that oc-
cur in biological systems. “Nonstandard” amino acid residues are often impor-
tant constituents of proteins and biologically active peptides. In addition,
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many amino acids are not constituents of polypeptides at all but independ-
ently play a variety of biological roles.

A Protein Side Chains May Be Modified

The “universal” genetic code, which is nearly identical in all known life-forms
(Section 27-1), specifies only the 20 standard amino acids of Table 4-1.
Nevertheless, many other amino acids, some of which are shown in Fig. 4-14,
are components of certain proteins. [z almost all cases, these unusual amino acids
result from the specific modification of an amino acid residue after the polypeptide
chain has been synthesized.

Amino acid modifications include the simple addition of small chemical
groups to certain amino acid side chains: hydroxylation, methylation, acetyla-
tion, carboxylation, and phosphorylation. Larger groups, including lipids and
carbohydrate polymers, are attached to particular amino acid residues of cer-
tain proteins. The free amino and carboxyl groups at the N- and C-termini
of a polypeptide can also be chemically modified. These modifications are of-
ten important, if not essential, for the function of the protein. In some cases,
several amino acid side chains together form a novel structure (Box 4-3).

B Some Amino Acids Are Biologically Active

The 20 standard amino acids undergo a bewildering number of chemical
transformations to other amino acids and related compounds as part of their
normal cellular synthesis and degradation. In a few cases, the intermediates of
amino acid metabolism have functions beyond their immediate use as precur-
sors or degradation products of the 20 standard amino acids. Moreover, many
amino acids are synthesized not to be residues of polypeptides but to function
independently. We will see that many organisms use certain amino acids to
transport nitrogen in the form of amino groups (Section 21-2A). Amino acids
may also be oxidized as metabolic fuels to provide energy (Section 21-4). In

~—00C COO~ H OH
~N
0—PO% ,CH 0
| | 503
CH, pCHz N—CH
‘ ‘ /2N
—NH—CH—CO— —NH—CH—CO— ,CO0™
O-Phosphoserine v-Carboxyglutamate 4-Hydroxyproline
I
HITT* C—CH,q
€ ?HZ
5(‘3H2
Y(‘JHz
£
—NH—CH—CO— —NH—CH—CO—
3-Methylhistidine e-N-Acetyllysine

FIG. 4-14 Some modified amino acid residues in proteins. The side chains of
these residues are derived from one of the 20 standard amino acids after the polypeptide
has been synthesized. The standard R groups are red, and the modifying groups are blue.

2 Explain how each modification alters the polarity of the parent amino acid.



Box 4-3 Perspectives
in Biochemistry
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Genetic engineers often link a protein-coding gene to a “reporter
gene;” for example, the gene for an enzyme that yields a colored
reaction product. The intensity of the colored compound can be
used to estimate the level of expression of the engineered gene.
One of the most useful reporter genes is the one that codes for
green fluorescent protein (GFP). This protein, from the biolumi-
nescent jellyfish Aequorea victoria, fluoresces with a peak wave-
length of 508 nm (green light) when irradiated by ultraviolet or
blue light (optimally 400 nm).

Green fluorescent protein is nontoxic and intrinsically fluores-
cent; it requires no substrate or small molecule cofactor to fluo-
resce as do other highly fluorescent proteins. Consequently, when
the gene for green fluorescent protein is linked to another gene,
the level of expression of the fused genes can be measured
noninvasively by fluorescence microscopy.

Green fluorescent protein consists of a chain of 238 amino
acid residues. The light-emitting group is a derivative of three
consecutive amino acids: Ser, Tyr, and Gly. After the protein has

[Dr. Kevin Raskoff]
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Green Fluorescent Protein

been synthesized, the three amino acids undergo spontaneous
cyclization and oxidation. The carbonyl C atom of Ser forms a
covalent bond to the amino N atom contributed by Gly, followed
by the elimination of water and the oxidation of the C,—Cg bond
of Tyr to a double bond. The resulting structure contains a system
of conjugated double bonds that gives the protein its fluorescent
properties.

OH
(‘)H
ey i
—NH—CH—C—NH—CH—C—NH—CH,—C—
Ser Tyr Gly
OH
CH
OH g
\ / 0
cu,N” e?
R\ H

—NH—CH—C—N—CH,—
Fluorophore of green ﬂuorescent protein

Cyclization between Ser and Gly is probably rapid, and the oxida-
tion of the Tyr side chain (by Oo) is probably the rate-limiting step
of fluorophore generation. Genetic engineering has introduced
site-specific mutations that enhance fluorescence intensity and
shift the wavelength of the emitted light to different colors,
thereby making it possible to simultaneously monitor the expres-
sion of two or more different genes.

addition, amino acids and their derivatives often function as chemical messen-
gers for communication between cells (Fig. 4-15). For example, glycine, y-
aminobutyric acid (GABA; a glutamate decarboxylation product), and
dopamine (a tyrosine derivative) are neurotransmitters, substances released
by nerve cells to alter the behavior of their neighbors. Histamine (the decar-

000t 4L 0 {(} @ {(}

HyN —CH, H,N — CH2

y-Aminobutyric acid (GABA) Histamine

H,N — CH2

Dopamine

H,N — CH C00~

Thyroxine

FIG. 4-15 Some biologically active amino acid derivatives. The remaining portions
of the parent amino acids are black and red, and additional groups are blue.
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CHECKPOINT

» List some covalent modifications of amino
acids in proteins.

* Cover the labels in Figs. 4-14 and 4-15
and identify each parent amino acid and
the type of chemical modification that has
occurred.

* List some functions of amino acid
derivatives.

1 Amino Acid Structure

* At neutral pH, the amino group of an amino acid is protonated

and its carboxylic acid group is ionized.

* The 20 standard amino acids can be classified as nonpolar (Gly,
Ala, Val, Leu, Ile, Met, Pro, Phe, Trp), uncharged polar (Ser, Thr,
Asn, Gln, Tyr, Cys), and charged (Lys, Arg, His, Asp, Glu).

e The pK values of the ionizable groups of amino acids may be
altered when the amino acid is part of a polypeptide.

boxylation product of histidine) is a potent local mediator of allergic reactions.
Thyroxine (another tyrosine derivative) is an iodine-containing thyroid hor-
mone that generally stimulates vertebrate metabolism.

Many peptides containing only a few amino acid residues have important
physiological functions as hormones or other regulatory molecules. One nearly
ubiquitous tripeptide called glutathione plays a role in cellular metabolism.
Glutathione is a Glu—Cys—Gly peptide in which the y-carboxylate group of
the glutamate side chain forms an isopeptide bond with the amino group of
the Cys residue (so called because a standard peptide bond is taken to be the
amide bond formed between an a-carboxylate and an a-amino group of two
amino acids). Two of these tripeptides (abbreviated GSH) undergo oxidation
of their SH groups to form a dimeric disulfide-linked structure called glu-
tathione disulfide (GSSG):

(0} (0}
2 Hgf\-lfCH* CHZfCH2*(@*NH*CH*%*NH*CHQ* COO™
Eoo- o,
SH
Glutathione (GSH)
(y-Glutamyleysteinylglycine)
%02
H,0
(0} (0}
H314\-I*CH* CH2*CH2*(HD*NH*CH*(H}*NH*CHZ* COO™
(‘JOO_ (‘Z‘Hz
s
S

Py

+

HSN—‘CH— CH,—CH,—C—NH—CH—C—NH—CH,— CO0~
CO0~

Glutathione disulfide (GSSG)

Glutathione helps inactivate oxidative compounds that could potentially dam-
age cellular structures, since the oxidation of GSH to GSSG is accompanied
by the reduction of another compound (shown as O, above):

2GSH + Xitizea = GSSG + Xrvatiad

GSH must then be regenerated in a separate reduction reaction.

................................................................................................................................

2 Stereochemistry

* Amino acids are chiral molecules. Only L-amino acids are found
in proteins (some bacterial peptides contain D-amino acids).

Proteins are polymers of amino acids joined by peptide bonds.

3 Amino Acid Derivatives

* Amino acids may be covalently modified after they have been
incorporated into a polypeptide.

* Individual amino acids and their derivatives have diverse physio-
logical functions.
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Problems

. Identify the amino acids that differ from each other by a single

methyl or methylene group.

. Glutamate, a 5-carbon amino acid, is the precursor of three other

amino acids that contain a 5-carbon chain. Identify these amino
acids.

. The 20 standard amino acids are called a-amino acids. Certain

B-amino acids are found in nature. Draw the structure of
B-alanine (3-amino-#7-propionate).

4. Taurine (2-aminoethanesulfonic acid) is sometimes called an
amino acid.
(0]
+H3N*CH2*CH2*Q*O‘
(H)

9.

10.

11.

12.

13.
14.

15.

(a) Explain why this designation is not valid. (b) From which of
the 20 standard amino acids is taurine derived? Describe the
chemical change(s) that occurred.

. Draw the dipeptide Asp—His at pH 7.0.

. Calculate the number of possible pentapeptides that contain one

residue each of Ala, Gly, His, Lys, and Val.

. Identify the hydrogen bond donor and acceptor groups in as-

paragine.

. In some proteins, the side chain of serine appears to undergo ion-

ization. Explain why ionization would be facilitated by the pres-
ence of an aspartate residue nearby.

A sample of the amino acid tyrosine is barely soluble in water.
Would a polypeptide containing only Tyr residues, poly(Tyr), be
more or less soluble, assuming the total number of Tyr groups
remains constant?

(a) What is the net charge at neutral pH of a tripeptide contain-
ing only alanine? (b) How does the total number of negative and
positive charges change following hydrolysis of the tripeptide?

Determine the net charge of the predominant form of Asp at

(a) pH 1.0, (b) pH 3.0, (c) pH 6.0, and (d) pH 11.0.

Determine the net charge of the predominant form of Arg at

(a) pH 1.0, (b) pH 5.0, (c) pH 10.5, and (d) pH 13.5.
Calculate the p/ of (a) Ala, (b) His, and (c) Glu.

Estimate the isoelectric point of a Ser—His dipeptide. Explain
why this value is only an estimate.

Draw the peptide ATLDAK. (a) Calculate its approximate pl.
(b) What is its net charge at pH 7.0?

16. The protein insulin consists of two polypeptides termed the A
and B chains. Insulins from different organisms have been iso-
lated and sequenced. Human and duck insulins have the same
amino acid sequence with the exception of six amino acid
residues, as shown below. Is the p/ of human insulin lower than
or higher than that of duck insulin?

Amino acid residue A8 A9 A10 Bl B2 B27
Human Thr Ser Ile Phe Val Thr
Duck Glu Asn Pro Ala Al Ser

17. Indicate whether the following familiar objects are chiral or
nonchiral: (a) a glove; (b) a tennis ball; (c) a screw; (d) this page;
(e) a snowflake; (f) a spiral staircase; and (g) a shoe.

18. Circle the chiral carbons in the following compounds:

0 (O 0 (O 0 (O
N\~ N/ \_/
e e e
HN— G —H g H— g
N—C— P S
| | 0 |0
H—C—CH;3 H—C—C H—C—C
| | o~ | No-
H—(lj—H Ho—(lj—H H—(lj—H
H—C—H C C
Y Y
I o No- o No-

19. Draw the four stereoisomers of threonine.

20. The two C,H atoms of Gly are said to be prochiral, because
when one of them is replaced by another group, C, becomes chi-
ral. Draw a Fischer projection of Gly and indicate which H must
be replaced with CHj to yield p-Ala.

21. The bacterially produced antibiotic gramicidin A forms channels
in cell membranes that allow the free diffusion of Na™ and K*
ions, thereby killing the cell. This peptide consists of a sequence
of D- and L-amino acids. The sequence of a segment of five amino
acids in gramicidin A is R-Gly-L-Ala—D-Leu-L-Ala—D-Val-R'.
Complete the Fischer projection below by adding the correct
group to each vertical bond.

0
[l \
R—HN—C—C—N—C—C—N—C—C—N—C—C—N—C—C—FR/
\ H | H H H

22. Describe isoleucine (as shown in Table 4-1) using the
RS system.
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23.

24.

25.

Some amino acids are synthesized by replacing the keto group
(C=0) of an organic acid known as an a-keto acid with an
amino group (C—NH?3). Identify the amino acids that can be
produced this way from the following a-keto acids:

COO™ COO™
tr, -0
tn, om,
(lj:O (|300_
COO™

Patients with Parkinson’s disease are sometimes given L-DOPA
(see page 76). What neurotransmitter is produced by the decar-
boxylation of L-DOPA?

Identify the amino acid residue from which the following groups
are synthesized:

(a) (”) CH,— OH

CH;—C—NH—CH—CO—

(b) NH © S—CH,
CH, (le2
5(|]H —OH 0 CH,
4(|3H2 Hy)—NH—CH—CO—
CH,

—NH—20H —1CO—
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26. Describe how each of the amino acid modifications shown in Fig.
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isopeptide bonds?

28. Draw the structure of Lys and Ala linked by an isopeptide bond.
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What are some hypotheses that attempt to explain why cells build
proteins only from the L forms?
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The great variation in structure and function among proteins reflects the astronomical
variation in the sequences of their component amino acids: There are far more
possible amino acid sequences than there are stars in the universe. [PhotoDisc,
Inc./Getty Images.]

Proteins are at the center of action in biological processes. Nearly all the mo-
lecular transformations that define cellular metabolism are mediated by pro-
tein catalysts. Proteins also perform regulatory roles, monitoring extracellular
and intracellular conditions and relaying information to other cellular compo-
nents. In addition, proteins are essential structural components of cells. A com-
plete list of known protein functions would contain many thousands of entries,
including proteins that transport other molecules and proteins that generate
mechanical and electrochemical forces. And such a list would not account for
the thousands of proteins whose functions are not yet fully characterized or,
in many cases, are completely unknown.

One of the keys to deciphering the function of a given protein is to un-
derstand its structure. Like the other major biological macromolecules, the nu-
cleic acids (Section 3-2) and the polysaccharides (Section 8-2), proteins are
polymers of smaller units. But unlike many nucleic acids, proteins do not have
uniform, regular structures. This is, in part, because the 20 kinds of amino
acid residues from which proteins are made have widely differing chemical and
physical properties (Section 4-1C). The sequence in which these amino acids
are strung together can be analyzed directly, as we describe in this chapter, or
indirectly, via DNA sequencing (Section 3-4). In either case, amino acid se-
quence information provides insights into the chemical and physical proper-
ties of proteins, their relationships to other proteins, and ultimately, their
mechanisms of action in living organisms. After a brief introduction to the va-
riety in protein structure we will examine some methods for purifying and an-
alyzing proteins, procedures for determining the sequence of amino residues,
and finally, some approaches to understanding protein evolution.
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A chain

1 Polypeptide Diversity

KEY CONCEPTS

* In theory, the size and composition of a polypeptide chain are unlimited.
* In cells, this potential variety is limited by the efficiency of protein synthesis and
by the ability of the polypeptide to fold into a functional structure.

Like all polymeric molecules, proteins can be described in terms of levels of
organization, in this case, their primary, secondary, tertiary, and quaternary
structures. A protein’s primary structure is the amino acid sequence of its
polypeptide chain, or chains if the protein consists of more than one polypep-
tide. An example of an amino acid sequence is given in Fig. 5-1. Each residue
is linked to the next via a peptide bond (Fig. 4-3). Higher levels of protein
structure—secondary, tertiary, and quaternary—refer to the three-dimensional
shapes of folded polypeptide chains and will be described in the next chapter.

Proteins are synthesized 7z vivo by the stepwise polymerization of amino
acids in the order specified by the sequence of nucleotides in a gene. The
direct correspondence between one linear polymer (DNA) and another (a
polypeptide) illustrates the elegant simplicity of living systems and allows us
to extract information from one polymer and apply it to the other.

The Theoretical Possibilities for Polypeptides Are Unlimited. With 20 dif-
ferent choices available for each amino acid residue in a polypeptide chain, it
is easy to see that a huge number of different protein molecules are possible.
For a protein of 7 residues, there are 20” possible sequences. A relatively small
protein molecule may consist of a single polypeptide chain of 100 residues.
There are 20'%° =~ 1.27 X 10"° possible unique polypeptide chains of this
length, a quantity vastly greater than the estimated number of atoms in the
universe (9 X 10”%). Clearly, evolution has produced only a tiny fraction of
the theoretical possibilities—a fraction that nevertheless represents an astro-
nomical number of different polypeptides.

Actual Polypeptides Are Somewhat Limited in Size and Composition. In
general, proteins contain at least 40 residues or so; polypeptides smaller than
that are simply called peptides. The largest known polypeptide chain belongs
to the 34,350-residue titin, a giant (3816 kD) protein that helps arrange the
repeating structures of muscle fibers (Section 7-2A). However, the vast major-
ity of polypeptides contain between 100 and 1000 residues (Table 5-1).
Multisubunit proteins contain several identical and/or nonidentical chains
called subunits. Some proteins are synthesized as single polypeptides that are
later cleaved into two or more chains that remain associated; insulin is such
a protein (Fig. 5-1).

The size range in which most polypeptides fall probably reflects the opti-

mization of several biochemical processes:

1. Forty residues appears to be near the minimum for a polypeptide chain
to fold into a discrete and stable shape that allows it to carry out a
particular function.

2. Polypeptides with well over 1000 residues may approach the limits of
efficiency of the protein synthetic machinery. The longer the polypep-

Gly —Ile—Val—Glu—GIn—Cys —Cys — Ala—Ser — Val =Cys —Ser — Leu— Tyr —GIln —Leu —Glu— Asn—Tyr —Cys —Asn
5 10 15 21

B chain

Phe—Val — Asn — Gln —His—Leu — Cys — Gly — Ser — His —Leu — Val — Glu — Ala—Leu —Tyr—Leu — Val — Cys — Gly — Glu — Arg — Gly — Phe — Phe = T'yr — Thr —Pro —Lys—Ala
25

5

10 15 20 30

FIG. 5-1 The primary structure of bovine insulin. Note the intrachain and interchain
disulfide bond linkages.
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TABLE 5-1 Compositions of Some Proteins Section 2 Protein Purification and Analysis
Protein
Amino Acid Molecular
Protein Residues Subunits Mass (D)
Proteinase inhibitor IIT (bitter gourd) 30 1 3,427
Cytochrome ¢ (human) 104 1 11,617
Myoglobin (horse) 153 1 16,951
Interferon-y (rabbirt) 288 2 33,842
Chorismate mutase (Bacillus subtilis) 381 3 43,551
Triose phosphate isomerase (E. coli) 510 2 53,944
Hemoglobin (human) 574 4 61,986
RNA polymerase (bacteriophage T7) 883 1 98,885
Nucleoside diphosphate kinase
(Dictyostelium discoideum) 930 6 100,764
Pyruvate decarboxylase (yeast) 2,252 4 245,456
Glutamine synthetase (E. coli) 5,616 12 621,264
Titin (human) 34,350 1 3,816,188

tide (and the longer its corresponding mRNA), the greater the likeli-
hood of introducing errors during transcription and translation.

In addition to these mild constraints on size, polypeptides are subject to
more severe limitations on amino acid composition. The 20 standard amino
acids do not appear with equal frequencies in proteins. (Table 4-1 lists the av-
erage occurrence of each amino acid residue.) For example, the most abun-
dant amino acids in proteins are Leu, Ala, Gly, Val, Glu, and Ser; the rarest
are Trp, Cys, Met, and His.

Because each amino acid residue has characteristic chemical and physical
properties, its presence at a particular position in a protein influences the prop-
erties of that protein. In particular, as we will see, the three-dimensional shape
of a folded polypeptide chain is a consequence of the intramolecular forces
among its various residues. In general, a protein’s hydrophobic residues clus-
ter in its interior, out of contact with water, whereas its hydrophilic side chains
tend to occupy the protein’s surface.

The characteristics of an individual protein depend more on its amino
acid sequence than on its amino acid composition per se, for the same reason
that “kitchen” and its anagram “thicken” are quite different words. In addi-
tion, many proteins consist of more than just amino acid residues. They may CHECKPOINT

form complexes with metal ions such as Zn*" and Ca*", they may covalently + Explain why polypeptides have such

or noncovalently bind certain small organic molecules, and they may be co- variable sequences.
valently modified by the posttranslational attachment of groups such as phos- < What factors limit the size and composi-
phates and carbohydrates. tions of polypeptides?

................................................................................................................................

2 Protein Purification and Analysis
. KEY CONCEPTS

* Environmental conditions such as pH and temperature affect a protein’s stability
during purification.

* An assay based on a protein’s chemical or binding properties may be used to
quantify a protein during purification.

» Fractionation procedures take advantage of a protein’s unique structure and
chemistry in order to separate it from other molecules.
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FIG. 5-2 Inclusion body. A genetically
engineered organism that produces large
amounts of a foreign protein often sequesters it
in inclusion bodies. This electron micrograph
shows an inclusion body of the protein prochy-
mosin in an E. coli cell. [Courtsey of Teruhiko
Beppu, Nikon University, Japan,]

* Increasing the salt concentration causes selective “salting out” (precipitation) of
proteins with different solubilities.

* A protein’s ionic charge, polarity, size, and ligand-binding ability influence its
chromatographic behavior.

* Gel electrophoresis and its variations can separate proteins according to charge,
size, and isoelectric point.

* The overall size and shape of macromolecules and larger assemblies can be
assessed through ultracentrifugation.

Purification is an all but mandatory step in studying macromolecules, but it
is not necessarily easy. Typically, a substance that makes up <0.1% of a tis-
sue’s dry weight must be brought to ~98% purity. Purification problems of
this magnitude would be considered unreasonably difficult by most synthetic
chemists! The following sections outline some of the most common techniques
for purifying and, to some extent, characterizing proteins. Most of these tech-
niques can be used, sometimes in modified form, for nucleic acids and other
types of biological molecules.

A Purifying a Protein Requires a Strategy

The task of purifying a protein present in only trace amounts was once so
arduous that many of the earliest proteins to be characterized were studied in
part because they are abundant and easily isolated. For example, hemoglobin,
which accounts for about one-third the weight of red blood cells, has histori-
cally been among the most extensively studied proteins. Most of the enzymes
that mediate basic metabolic processes or that are involved in the expression and
transmission of genetic information are common to all species. For this reason,
a given protein is frequently obtained from a source chosen primarily for con-
venience, for example, tissues from domesticated animals or easily obtained
microorganisms such as E. coli and Saccharomyces cerevisiae (baker’s yeast).

Molecular cloning techniques (Section 3-5) allow almost any protein-
encoding gene to be isolated from its parent organism, specifically altered (ge-
netically engineered) if desired, and expressed at high levels in a microorganism.
Indeed, the cloned protein may constitute up to 40% of the microorganism’s
total cell protein (Fig. 5-2). This high level of protein production generally ren-
ders the cloned protein far easier to isolate than it would be from its parent
organism (in which it may occur in vanishingly small amounts).

The first step in the isolation of a protein or other biological molecule is
to get it out of the cell and into solution. Many cells require some sort of me-
chanical disruption to release their contents. Most of the procedures for lysing
cells use some variation of crushing or grinding followed by filtration or cen-
trifugation to remove large, insoluble particles. If the target protein is tightly
associated with a lipid membrane, a detergent or organic solvent may be used
to solubilize the lipids and recover the protein.

pH, Temperature, and Other Conditions Must Be Controlled to Keep
Proteins Stable. Once a protein has been removed from its natural environ-
ment, it becomes exposed to many agents that can irreversibly damage it.
These influences must be carefully controlled at all stages of a purification
process. The following factors should be considered:

1. pH. Biological materials are routinely dissolved in buffer solutions ef-
fective in the pH range over which the materials are stable (buffers are
described in Section 2-2C). Failure to do so could cause their denat-
uration (structural disruption), if not their chemical degradation.

2. Temperature. The thermal stability of proteins varies. Although some
proteins denature at low temperatures, most proteins denature at high
temperatures, sometimes only a few degrees higher than their native
environment. Protein purification is normally carried out at tempera-
tures near 0°C.



3. Presence of degradative enzymes. Destroying tissues to liberate the
molecule of interest also releases degradative enzymes, including pro-
teases and nucleases. Degradative enzymes can be inhibited by adjust-
ing the pH or temperature to values that inactivate them (provided this
does not adversely affect the protein of interest) or by adding com-
pounds that specifically block their action.

4. Adsorption to surfaces. Many proteins are denatured by contact with
the air—water interface or with glass or plastic surfaces. Hence, protein
solutions are handled so as to minimize foaming and are kept relatively
concentrated.

5. Long-term storage. All the factors listed above must be considered
when a purified protein sample is to be kept stable. In addition,
processes such as slow oxidation and microbial contamination must be
prevented. Protein solutions are sometimes stored under nitrogen or
argon gas (rather than under air, which contains ~21% O,) and/or
are frozen at —80°C or —196°C (the temperature of liquid nitrogen).

Proteins Are Quantified by Assays. Purifying a substance requires some
means for quantitatively detecting it. Accordingly, an assay must be devised
that is specific for the target protein, highly sensitive, and convenient to use
(especially if it must be repeated at every stage of the purification process).

Among the most straightforward protein assays are those for enzymes that
catalyze reactions with readily detected products, because the rate of product
formation is proportional to the amount of enzyme present. Substances with col-
ored or fluorescent products have been developed for just this purpose. If no
such substance is available for the enzyme being assayed, the product of the
enzymatic reaction may be converted, by the action of another enzyme, to an
easily quantified substance. This is known as a coupled enzymatic reaction.
Proteins that are not enzymes can be detected by their ability to specifically
bind certain substances or to produce observable biological effects.

Immunochemical procedures are among the most sensitive of assay tech-
niques. Immunoassays use antibodies, proteins produced by an animal’s im-
mune system in response to the introduction of a foreign substance (an
antigen). Antibodies recovered from the blood serum of an immunized ani-
mal or from cultures of immortalized antibody-producing cells bind specifi-
cally to the original protein antigen.

A protein in a complex mixture can be detected by its binding to its cor-
responding antibodies. In one technique, known as a radioimmunoassay
(RIA), the protein is indirectly detected by determining the degree to which
it competes with a radioactively labeled standard for binding to the antibody.
Another technique, the enzyme-linked immunosorbent assay (ELISA), has
many variations, one of which is diagrammed in Fig. 5-3.

Protein Concentrations Can Be Determined by Spectroscopy. The concen-
tration of a substance in solution can be measured by absorbance spec-
troscopy. A solution containing a solute that absorbs light does so according

to the Beer—-Lambert law,
I
A= log<;> = &cl

where A is the solute’s absorbance (alternatively, its optical density), /; is the
intensity of the incident light at a given wavelength A, 7is its transmitted in-
tensity at N, € is the absorptivity (alternatively, the extinction coefficient) of
the solute at N, ¢ is its concentration, and / is the length of the light path in
centimeters. The value of & varies with \; a plot of A or & versus N\ for the
solute is called its absorption spectrum. If the value of & for a substance is
known, then its concentration can be spectroscopically determined.

[5-1]
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FIG. 5-3 Enzyme-linked immunosorbent
assay. (1) An antibody against the protein of
interest is immobilized on an inert solid such as
polystyrene. (2) The solution to be assayed is
applied to the antibody-coated surface. The
antibody binds the protein of interest, and other
proteins are washed away. (3) The protein—
antibody complex is reacted with a second
protein-specific antibody to which an enzyme is
attached. (4) Binding of the second antibody—
enzyme complex is measured by assaying the
activity of the enzyme. The amount of substrate
converted to product indicates the amount of
protein present. @) See the Animated
Figures.
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FIG. 5-4 UV absorbance spectra of
phenylalanine, tryptophan, and tyrosine.

Here the molar absorptivity (¢ when ¢ is
expressed in mol - L™ for each aromatic amino
acid is displayed on a log scale. [After Wetlaufer,
D.B. Adv. Prot. Chem. 7, 310 (1962).]

TABLE 5-2 Protein Purification

Procedures
Protein Purification
Characteristic Procedure
Solubility Salting out

Ionic Charge

Polarity

Size

Binding Specificity

Ion exchange
chromatography

Electrophoresis

Isoelectric focusing

Hydrophobic interaction
chromatography

Gel filtration
chromatography
SDS-PAGE

Affinity chromatography

FIG. 5-5 Fractionation by salting out. (a) The salt of choice, usually ammonium
sulfate, is added to a solution of macromolecules to a concentration just below the
precipitation point of the protein of interest. (b) After centrifugation, the unwanted
precipitated proteins (red spheres) are discarded and more salt is added to the supernatant
to a concentration sufficient to salt out the desired protein (green spheres). (c) After a
second centrifugation, the protein is recovered as a precipitate, and the supernatant is

discarded.

Polypeptides absorb strongly in the ultraviolet (UV) region of the spectrum
(N = 200 to 400 nm) largely because their aromatic side chains (those of Phe,
Trp, and Tyr) have particularly large extinction coefficients in this spectral
region (ranging into the tens of thousands when ¢ is expressed in mol + L™
Fig. 5-4). However, polypeptides do not absorb visible light (A = 400 to 800
nm) so that they are colorless. Nevertheless, if a protein has a chromophore
that absorbs in the visible region of the spectrum, this absorbance can be used
to assay for the presence of the protein in a mixture of other proteins.

Purification Is a Stepwise Process. Proteins are purified by fractionation
procedures. In a series of independent steps, the various physicochemical
properties of the protein of interest are used to separate it progressively from
other substances. The idea is not necessarily to minimize the loss of the de-
sired protein, but to eliminate selectively the other components of the mixture so
that only the required substance remains.

Protein purification is considered as much an art as a science, with many
options available at each step. While a trial-and-error approach can work,
knowing something about the target protein (or the proteins it is to be sepa-
rated from) simplifies the selection of fractionation procedures. Some of the

procedures we discuss and the protein characteristics they depend on are listed
in Table 5-2.

B Salting Out Separates Proteins by Their Solubility

Because a protein contains multiple charged groups, its solubility depends on
the concentrations of dissolved salts, the polarity of the solvent, the pH, and
the temperature. Some or all of these variables can be manipulated to selec-
tively precipitate certain proteins while others remain soluble.

The solubility of a protein at low ion concentrations increases as salt is
added, a phenomenon called salting in. The additional ions shield the pro-
tein’s multiple ionic charges, thereby weakening the attractive forces between
individual protein molecules (such forces can lead to aggregation and precip-
itation). However, as more salt is added, particularly with sulfate salts, the sol-
ubility of the protein again decreases. This salting out effect is primarily a
result of the competition between the added salt ions and the other dissolved
solutes for molecules of solvent. At very high salt concentrations, so many of
the added ions are solvated that there is significantly less bulk solvent avail-
able to dissolve other substances, including proteins.

Since different proteins have different ionic and hydrophobic composi-
tions and therefore precipitate at different salt concentrations, salting out is
the basis of one of the most commonly used protein purification procedures.
Adjusting the salt concentration in a solution containing a mixture of proteins
to just below the precipitation point of the protein to be purified eliminates
many unwanted proteins from the solution (Fig. 5-5). Then, after removing
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the precipitated proteins by filtration or centrifugation, the salt concentration
of the remaining solution is increased to precipitate the desired protein. This
procedure results in a significant purification and concentration of large quan-
tities of protein. Ammonium sulfate, (NH4),SOy;, is the most commonly used
reagent for salting out proteins because its high solubility (3.9 M in water at
0°C) allows the preparation of solutions with high ionic strength. The pH may
be adjusted to approximate the isoelectric point (p/) of the desired protein
because a protein is least soluble when its net charge is zero. The p/’s of some
proteins are listed in Table 5-3.

C Chromatography Involves Interaction with Mobile
and Stationary Phases

The process of chromatography (Greek: chroma, color + graphein, to write)
was discovered in 1903 by Mikhail Tswett, who separated solubilized plant
pigments using solid adsorbents. In most modern chromatographic proce-
dures, a mixture of substances to be fractionated is dissolved in a liquid
(the “mobile” phase) and percolated through a column containing a porous
solid matrix (the “stationary” phase). As solutes flow through the column,
they interact with the stationary phase and are retarded. The retarding force
depends on the properties of each solute. If the column is long enough, sub-
stances with different rates of migration will be separated. The chromato-
graphic procedures that are most useful for purifying proteins are classified
according to the nature of the interaction between the protein and the sta-
tionary phase.

Early chromatographic techniques used strips of filter paper as the sta-
tionary phase, whereas modern column chromatography uses granular de-
rivatives of cellulose, agarose, or dextran (all carbohydrate polymers) or
synthetic substances such as cross-linked polyacrylamide or silica. High-
performance liquid chromatography (HPLC) employs automated sys-
tems with precisely applied samples, controlled flow rates at high pressures
(up to 5000 psi), a chromatographic matrix of specially fabricated 3- to
300-pm-diameter glass or plastic beads coated with a uniform layer of
chromatographic material, and on-line sample detection. This greatly im-
proves the speed, resolution, and reproducibility of the separation—fea-
tures that are particularly desirable when chromatographic separations are
repeated many times or when they are used for analytical rather than
preparative purposes.

lon Exchange Chromatography Separates Anions and Cations. In ion ex-
change chromatography, charged molecules bind to oppositely charged
groups that are chemically linked to a matrix such as cellulose or agarose.
Anions bind to cationic groups on anion exchangers, and cations bind to an-
ionic groups on cation exchangers. Perhaps the most frequently used anion
exchanger is a matrix with attached diethylaminoethyl (DEAE) groups, and
the most frequently used cation exchanger is a matrix bearing carboxymethyl

(CM) groups.

DEAE: Matrix—CH,—CH,—NH(CH,CH;)?}
CM: Matrix—CH,—COO

Proteins and other polyelectrolytes (polyionic polymers) that bear both
positive and negative charges can bind to both cation and anion exchangers.
The binding affinity of a particular protein depends on the presence of other ions
that compete with the protein for binding to the ion exchanger and on the pH of
the solution, which influences the ner charge of the protein.

The proteins to be separated are dissolved in a buffer of an appropriate
pH and salt concentration and are applied to a column containing the ion

929
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TABLE 5-3 lIsoelectric Points of
Several Common Proteins

Protein pl
Pepsin <1.0
Ovalbumin (hen) 4.6
Serum albumin (human) 4.9
Tropomyosin 5.1
Insulin (bovine) 5.4
Fibrinogen (human) 5.8
v-Globulin (human) 6.6
Collagen 6.6
Myoglobin (horse) 7.0
Hemoglobin (human) 7.1
Ribonuclease A (bovine) 9.4
Cytochrome ¢ (horse) 10.6
Histone (bovine) 10.8
Lysozyme (hen) 11.0
Salmine (salmon) 12.1
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FIG. 5-6 lon exchange chromatography. The tan region of the a separate fraction. The other proteins pass through the column more
column represents the ion exchanger and the colored bands represent  slowly. (c and d) The salt concentration in the eluant is increased to

proteins. (a) A mixture of proteins dissolved in a small volume of elute the remaining proteins. () The elution diagram of the protein
buffer is applied to the top of the matrix in the column. (b) As elution mixture from the column. @) See the Animated Figures.
progresses, the proteins separate into discrete bands as a result of

their different affinities for the exchanger. In this diagram, the first |3| How could ion exchange be used to concentrate a dilute
protein (red) has passed through the column and has been isolated as solution of protein?

exchanger. The column is then washed with the buffer (Fig. 5-6). As the col-
umn is washed, proteins with relatively low affinities for the ion exchanger
move through the column faster than proteins that bind with higher affini-
ties. The column effluent is collected in a series of fractions. Proteins that bind
tightly to the ion exchanger can be eluted (washed through the column) by
applying a buffer, called the eluant, that has a higher salt concentration or a
pH that reduces the affinity with which the matrix binds the protein. The col-
umn effluent can be monitored for the presence of protein by measuring its
absorbance at 280 nm. The eluted fractions can also be tested for the protein
of interest using a more specific assay.

Hydrophobic Interaction Chromatography Purifies Nonpolar Molecules.
Hydrophobic interactions between proteins and the chromatographic matrix
can be exploited to purify the proteins. In hydrophobic interaction chro-
matography, the matrix material is lightly substituted with octyl or phenyl
groups. At high salt concentrations, nonpolar groups on the surface of pro-
teins “interact” with the hydrophobic groups; that is, both types of groups are
excluded by the polar solvent (hydrophobic effects are augmented by increased
ionic strength). The eluant is typically an aqueous buffer with decreasing salt
concentrations, increasing concentrations of detergent (which disrupts hy-
drophobic interactions), or changes in pH.



Gel Filtration Chromatography Separates Molecules According to Size. In
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gel filtration chromatography (also called size exclusion or molecular sieve
chromatography), molecules are separated according to their size and shape.
The stationary phase consists of gel beads containing pores that span a rela-
tively narrow size range. The pore size is typically determined by the extent
of cross-linking between the polymers of the gel material. If an aqueous solu-
tion of molecules of various sizes is passed through a column containing such
“molecular sieves,” the molecules that are too large to pass through the pores
are excluded from the solvent volume inside the gel beads. These large mole-
cules therefore traverse the column more rapidly than small molecules that pass
through the pores (Fig. 5-7). Because the pore size in any gel varies to some
degree, gel filtration can be used to separate a range of molecules; larger mol-
ecules with access to fewer pores elute sooner (i.e., in a smaller volume of elu-
ant) than smaller molecules that have access to more of the gel’s interior volume.

Within the size range of molecules separated by a particular pore size,
there is a linear relationship between the relative elution volume of a substance
and the logarithm of its molecular mass (assuming the molecules have similar
shapes). If a given gel filtration column is calibrated with several proteins of
known molecular mass, the mass of an unknown protein can be conveniently

estimated by its elution position.

(@)
Small Large

moleculesk ./molecules
04 %
Q

matrix

FIG. 5-7 Gel filtration chromatography. (a) A gel bead consists
of a gel matrix (wavy solid lines) that encloses an internal solvent
space. Small molecules (red dots) can freely enter the internal space
of the gel bead. Large molecules (blue dots) cannot penetrate the gel
pores. (b) The sample solution is applied to the top of the column (the
gel beads are represented as tan spheres). (¢) The small molecules
can penetrate the gel and consequently migrate through the column
more slowly than the large molecules that are excluded from the gel.

Amount of solute

Volume of effluent

(d and e) The large molecules elute first and are collected as fractions.
Small molecules require a larger volume of solvent to elute. (f) The
elution diagram, or chromatogram, indicating the complete separation
of the two components. @) See the Animated Figures.

“2| How could gel filtration be used to reduce the salt concen-
tration of a protein solution?
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FIG. 5-8 Affinity chromatography. A ligand
(shown here as black dots) is immobilized by
covalently binding it to the chromatographic
matrix. The orange, blue, and green shapes
represent macromolecules whose cutout regions
symbolize their ligand-binding sites. Only certain
molecules (represented by orange circles)
specifically bind to the ligand. The other
components are washed through the column.

Affinity Chromatography Exploits Specific Binding Behavior. A striking
characteristic of many proteins is their ability to bind specific molecules tightly
but noncovalently. This property can be used to purify such proteins by affin-
ity chromatography (Fig. 5-8). In this technique, a molecule (a ligand) that
specifically binds to the protein of interest (e.g., a nonreactive analog of an
enzyme’s substrate) is covalently attached to an inert matrix. When an impure
protein solution is passed through this chromatographic material, the desired pro-
tein binds to the immobilized ligand, whereas other substances are washed through
the column with the buffer. The desired protein can then be recovered in highly
purified form by changing the elution conditions to release the protein from
the matrix. The great advantage of affinity chromatography is its ability to ex-
ploit the desired protein’s unique biochemical properties rather than the small
differences in physicochemical properties between proteins exploited by other
chromatographic methods. Accordingly, the separation power of affinity chro-
matography for a specific protein is often greater than that of other chromato-
graphic techniques.

Affinity chromatography columns can be constructed by chemically at-
taching small molecules or proteins to a chromatographic matrix. In im-
munoaffinity chromatography, an antibody is attached to the matrix in order
to purify the protein against which the antibody was raised. In all cases, the
ligand must have an affinity high enough to capture the protein of interest
but not so high as to prevent the protein’s subsequent release without dena-
turing it. The bound protein can be eluted by washing the column with a so-
lution containing a high concentration of free ligand or a solution of different
pH or ionic strength.

In metal chelate affinity chromatography, a divalent metal ion such as
Zn*" or Ni*™" is attached to the chromatographic matrix so that proteins bear-
ing metal-chelating groups (e.g., multiple His side chains) can be retained.
Recombinant DNA techniques (Section 3-5) can be used to append a segment
of six consecutive His residues, known as a His tag, to the N- or C-terminus
of the polypeptide to be isolated. This creates a metal ion—binding site that
allows the recombinant protein to be purified by metal chelate chromatogra-
phy. After the protein has been eluted, usually by altering the pH, the His tag
can be removed by the action of a specific protease whose recognition sequence
separates the (His)g sequence from the rest of the protein.

D Electrophoresis Separates Molecules According
to Charge and Size

Electrophoresis, the migration of ions in an electric field, is described in
Section 3-4B. Polyacrylamide gel electrophoresis (PAGE) of proteins is typ-
ically carried out in polyacrylamide gels with a characteristic pore size, so #he
molecular separations are based on gel filtration (size and shape) as well as elec-
trophoretic mobility (electric charge). However, electrophoresis differs from gel
filtration in that the electrophoretic mobility of smaller molecules is greater
than the mobility of larger molecules with the same charge density. The pH
of the gel is high enough (usually about pH 9) so that nearly all proteins have
net negative charges and move toward the positive electrode when the current
is switched on. Molecules of similar size and charge move as a band through
the gel.

Following electrophoresis, the separated bands may be visualized in the gel
by an appropriate technique, such as soaking the gel in a solution of a stain
that binds tightly to proteins. If the proteins in a sample are radioactive, the
gel can be dried and then clamped over a sheet of X-ray film. After a time,
the film is developed and the resulting autoradiograph shows the positions
of the radioactive components by a blackening of the film. If an antibody to
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a protein of interest is available, it can be used to specifically detect the pro-
tein on a gel in the presence of many other proteins, a process called
immunoblotting or Western blotting that is similar to ELISA (Fig. 5-3).
Depending on the dimensions of the gel and the visualization technique used,
samples containing less than a nanogram of protein can be separated and de-
tected by gel electrophoresis.

SDS-PAGE Separates Proteins by Mass. In one form of polyacrylamide gel
electrophoresis, the detergent sodium dodecyl sulfate (SDS)

[CH3_(CH2) 10_CH2_O_SO3_] Na+

is added to denature proteins. Amphiphilic molecules (Section 2-1C) such as
SDS interfere with the hydrophobic interactions that normally stabilize pro-
teins. Proteins assume a rodlike shape in the presence of SDS. Furthermore,
most proteins bind SDS in a ratio of about 1.4 g SDS per gram protein (about
one SDS molecule for every two amino acid residues). The large negative
charge that the SDS imparts masks the proteins” intrinsic charge. The net re-
sult is that SDS-treated proteins have similar shapes and charge-to-mass ra-
tios. SDS-PAGE therefore separates proteins purely by gel filtration effecss, that
is, according to molecular mass. Figure 5-9 shows examples of the resolving
power and the reproducibility of SDS-PAGE.

In SDS-PAGE, the relative mobilities of proteins vary approximately lin-
early with the logarithm of their molecular masses (Fig. 5-10). Consequently,
the molecular mass of a protein can be determined with about 5 to 10% ac-
curacy by electrophoresing it together with several “marker” proteins of known
molecular masses that bracket that of the protein of interest. Because SDS dis-
rupts noncovalent interactions between polypeptides, SDS-PAGE yields the
molecular masses of the subunits of multisubunit proteins. The possibility that
subunits are linked by disulfide bonds can be tested by preparing samples for
SDS-PAGE in the presence and absence of a reducing agent, such as 2-
mercaptoethanol (HSCH,CH,OH), that breaks those bonds (Section 5-3A).

Capillary Electrophoresis Rapidly Separates Charged Molecules.
Although gel electrophoresis in its various forms is highly effective at separat-
ing charged molecules, it can require up to several hours and is difficult to
quantitate and automate. These disadvantages are largely overcome through
the use of capillary electrophoresis (CE), a technique in which electrophore-
sis is carried out in very thin capillary tubes (20- to 100-pwm inner diameter).
Such narrow capillaries rapidly dissipate heat and hence permit the use of very
high electric fields, which reduces separation times to a few minutes. The CE
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FIG. 5-9 SDS-PAGE. Samples of proteins
were electrophoresed from top (=) to bottom (+)
in parallel lanes in a polyacrylamide slab, which
was then stained to reveal the proteins. Lanes 1,
2, 10, and 17 contain molecular mass standards
whose molecular masses are indicated on the
left. [Image courtesy of Thermo Scientific Pierce
Protein Research Products)]
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FIG. 5-10 Logarithmic relationship
between the molecular mass of a protein
and its electrophoretic mobility in SDS-
PAGE. The masses of 37 proteins ranging
from 11 to 70 kD are plotted. [After Weber, K.
and Osborn, M,, J. Biol. Chem. 244, 4406
(1969)]
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FIG. 5-11 Two-dimensional gel
electrophoresis. In this example, E. coli proteins
that had been labeled with '“C-amino acids
were subjected to isoelectric focusing
(horizontally) followed by SDS-PAGE (vertically).
Over 1000 spots can be resolved in the
autoradiogram shown here. [Courtesy of Patrick
O' Farrell, University of California at San
Francisco.]

techniques have extremely high resolution and can be automated in much the
same way as is HPLC, that is, with automatic sample loading and on-line sam-
ple detection. Since CE can separate only small amounts of material, it is
largely limited to use as an analytical tool.

Two-Dimensional Electrophoresis Resolves Complex Mixtures of Proteins.
A protein has charged groups of both polarities and therefore has an isoelectric
point, p/, at which it is immobile in an electric field. If @ mixture of proteins is
electrophoresed through a solution or gel that has a stable pH gradient in which the
PpH smoothly increases from anode to cathode, each protein will migrate to the po-
sition in the pH gradient corresponding to its pl. If a protein molecule diffuses
away from this position, its net charge will change as it moves into a region of
different pH and the resulting electrophoretic forces will move it back to its iso-
electric position. Each species of protein is thereby “focused” into a narrow band
about its pZ This type of electrophoresis is called isoelectric focusing (IEF).

IEF can be combined with SDS-PAGE in an extremely powerful separation
technique named two-dimensional (2D) gel electrophoresis. First, a sample of
proteins is subjected to IEF in one direction, and then the separated proteins
are subjected to SDS-PAGE in the perpendicular direction. This procedure gen-
erates an array of spots, each representing a protein (Fig. 5-11). Up to 5000
proteins have been observed on a single two-dimensional electrophoretogram.

Two-dimensional gel electrophoresis is a valuable tool for proteomics, a
field of study that involves cataloguing all of a cell’s expressed proteins with
emphasis on their quantitation, localization, modifications, interactions, and
activities. Individual protein spots in a stained 2D gel can be excised with a
scalpel, destained, and the protein eluted from the gel fragment for identifi-
cation and/or characterization, often by mass spectrometry (Section 5-3D). 2D
electrophoretograms can be analyzed by computer after they have been
scanned and digitized. This facilitates the detection of variations in the posi-
tions and intensities of protein spots in samples obtained from different tis-
sues or under different growth conditions. Numerous reference 2D gels are
publicly available for this purpose in the Web-accessible databases listed at
http://us.expasy.org/ch2d/. These databases contain images of 2D gels of a va-
riety of organisms and tissues and identify many of their component proteins.
Their use is illustrated in Bioinformatics Project 2.

E Ultracentrifugation Separates Macromolecules by Mass

Macromolecules in solution do not respond to the earth’s gravity by settling,
because their random thermal (Brownian) motion keeps them uniformly
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Sample ’
Centrifugation Fractionation
— —e
Stabilizing Slow-sedimenting
sucrose - component
gradient

Fast-sedimenting
component

FIG. 5-12 Ultracentrifugation. The sample is layered
onto a preformed sucrose density gradient (leff). During centrifu-
gation (middle), each particle sediments at a rate that depends
largely on its mass. After centrifugation, the tube is punctured
and the separated particles are collected (righ?). In some cases,

the centrifuge tube is filled with a sample solution containing \ U

CsCl, which forms a density gradient as the tube spins.

¢

Y f/
\

distributed throughout the solution. Only when subjected to enormous acceler-
ations do macromolecules begin to sediment, much like grains of sand in water.

The ultracentrifuge, which was developed around 1923 by the Swedish
biochemist The Svedberg, can attain rotational speeds as high as 80,000 rpm
so as to generate centrifugal fields in excess of 600,000¢. Using this instru-
ment, Svedberg first demonstrated that proteins are macromolecules with ho-
mogeneous compositions and that many proteins contain subunits.

The rate at which a particle sediments in the ultracentrifuge is related to its
mass (the density of the solution and the shape of the particle also affect the
sedimentation rate). A protein’s sedimentation coefficient (its sedimentation
velocity per unit of centrifugal force) is usually expressed in units of 10~ "7 s,
which are known as Svedbergs (S). The relationship between molecular mass
and sedimentation coefficient is not linear; therefore, values of sedimentation CHECKPOINT

coefficients are not additive. The sedimentation coefficients of proteins range — rrereeossssrerremmmrrreimm

from about 1S to about 50S; viruses have sedimentation coefficients in the ° Vl:/hat are sbome env“ogme;ltal co.r;d.ltlons

range of 40S to 1000S. Subcellular particles such as mitochondria have sedi- that rpu?st @ controlled while purilying a
R . protein’s

mentation coefficients of tens of thousands.

Today, ultracentrifugation is rarely used as analytical tool, but it is useful
for fractioning macromolecules. Typically, sedimentation is carried out in a so-
lution of an inert substance in which the concentration, and therefore the den-
sity, of the solution increases from the top to the bottom of the centrifuge
tube. Such density gradients can be generated by filling the centrifuge tube
with layers of sucrose solutions of decreasing concentrations, with the sample
of macromolecules on the very top. During centrifugation, each species of
mgcromolepule moves through the. preformed gradient at a rate largely deter- |, . cqribe the basis for separating
mined by its sedimentation coefficient and therefore travels as a zone that can proteins by ion exchange, hydrophobic
be separated from other such zones (Fig. 5-12). After centrifugation, the tube interaction, gel filtration, and affinity
is punctured to collect fractions containing the separated macromolecules. chromatography.

Alternatively, the sample may be dissolved in a relatively concentrated solu- « Describe the processes of gel

tion of a dense, fast-diffusing substance such as CsCl, which forms a density electrophoresis, SDS-PAGE, and 2D
gradient under the high gravitational field produced at high spin rates. The gel electrophoresis.

sample components form bands at positions where their densities are equal to  « What kinds of information can be
that of the solution. gathered by ultracentrifugation?

* Describe how a protein may be quantified
by an assay or by absorbance
spectroscopy.

e Explain how salting out is used in protein
fractionation.

* Explain how an antibody could be useful

for purifying a protein and for determining
its concentration.
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...................... PLUS ......................

See Guided Exploration 4
Protein sequence determination.

...........................................................

3 Protein Sequencing

KEY CONCEPTS

* To be sequenced, a protein must be separated into individual polypeptides that
can be cleaved into sets of overlapping fragments.

e The amino acid sequence can be determined by Edman degradation, a procedure
for removing N-terminal residues one at a time.

e Mass spectrometry can identify amino acid sequences from the mass-to-charge
ratio of gas-phase protein fragments.

* Protein sequence data are deposited in online databases.

Once a pure sample of protein has been obtained, it may be used for a vari-
ety of purposes. But if the protein has not previously been characterized, the
next step is often determining its sequence of amino acids. Frederick Sanger
determined the first known protein sequence, that of bovine insulin, in 1953,
thereby definitively establishing that proteins have unique covalent structures
(Box 5-1). Since then, many additional proteins have been sequenced, and the
sequences of many more proteins have been inferred from their DNA
sequences. All told, the amino acid sequences of around seven million
polypeptides are now known. Such information is valuable for the following
reasons:

1. Knowledge of a protein’s amino acid sequence is prerequisite for deter-
mining its three-dimensional structure and is essential for understand-
ing its molecular mechanism of action.

2. Sequence comparisons among analogous proteins from different species
yield insights into protein function and reveal evolutionary relation-
ships among the proteins and the organisms that produce them.

3. Many inherited diseases are caused by mutations that result in an
amino acid change in a protein. Amino acid sequence analysis can as-
sist in the development of diagnostic tests and effective therapies.

Sanger’s determination of the sequence of insulin’s 51 residues (Fig. 5-1)
took about 10 years and required ~100 g of protein. Procedures for primary
structure determination have since been so refined and automated that most
proteins can be sequenced within a few hours or days using only a few mi-
crograms of material. Regardless of the technique used, the basic approach for
sequencing proteins is similar to the procedure developed by Sanger. 7he
protein must be broken down into fragments small enough to be individually se-
quenced, and the primary structure of the intact protein is then reconstructed from
the sequences of overlapping fragments (Fig. 5-13). Such a procedure, as we have
seen (Section 3-4C), is also used to sequence DNA.

A The First Step Is to Separate Subunits

The complete amino acid sequence of a protein includes the sequence of each
of its subunits, if any, so the subunits must be identified and isolated before
sequencing begins.

N-Terminal Analysis Reveals the Number of Different Types of Subunits.
Each polypeptide chain (if it is not chemically blocked) has an N-terminal
residue. ldentifying this “end group” can establish the number of chemically dis-
tinct polypeptides in a protein. For example, insulin has equal amounts of the
N-terminal residues Gly and Phe, which indicates that it has equal numbers
of two nonidentical polypeptide chains.

The N-terminus of a polypeptide can be determined by several methods.
The fluorescent compound 5-dimethylamino-1-naphthalenesulfonyl chlo-
ride (dansyl chloride) reacts with primary amines to yield dansylated
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the Cys-containing sequence
involved in the disulfide linkages.

Gly-Val-Ala-Gly-Arg-Phe-Cys-Tyr | ysThr-asp-'e

S
|
S

. |
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FIG. 5-13

Overview of protein sequencing.



Box 5-1 Pathways of
Discovery
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Frederick Sanger (1918-) At one time,
many biochemists believed that proteins
were amorphous “colloids” of variable size,
shape, and composition. This view was
largely abandoned by the 1940s, when it
became possible to determine the amino
acid composition of a protein, that is, the
number of each kind of constituent amino
acid. However, such information revealed
nothing about the order in which the amino
acids were combined. In fact, skeptics still
questioned whether proteins even had
unique sequences. One plausible theory was that proteins were
populations of related molecules that were probably assembled
from shorter pieces. Some studies went so far as to describe the
rules governing the relative stoichiometries and spacing of the
various amino acids in proteins.

During the 1940s, the accuracy of amino acid analysis began
to improve as a result of the development of chromatographic
techniques for separating amino acids and the use of the reagent
ninhydrin, which forms colored adducts with amino acids, for
chemically quantifying them (previous methods used cumbersome
biological assays). Frederick Sanger, who began his work on

Frederick Sanger and Protein Sequencing

When the protein is subsequently hydrolyzed to break its peptide
bonds, the N-terminal amino acid retains its DNP label and can be
identified when the hydrolysis products are separated by
chromatography. Sanger found that some DNP-amino acid
derivatives were unstable during hydrolysis, so this step had to be
shortened. In comparing the results of long and short hydrolysis
times, Sanger observed extra yellow spots corresponding to
dipeptides or other small peptides with intact peptide bonds. He
could then isolate the dipeptides and identify the second residue.
Sanger's genius was to recognize that by determining the sequences
of overlapping small peptides from an incompletely hydrolyzed
protein, the sequence of the intact protein could be determined.

An enormous amount of work was required to turn the basic
principle into a sound laboratory technique for sequencing a protein.
Sanger chose insulin as his subject, because it was one of the
smallest known proteins. Insulin contains 51 amino acids in two
polypeptide chains (called A and B). The sequence of the
30 residues in the B chain was completed in 1951, and the sequence
of the A chain (21 residues) in 1953. Because the two chains are
linked through disulfide bonds, Sanger also endeavored to find the
optimal procedure for cleaving those bonds and then identifying their
positions in the intact protein, a task he completed in 1955.

Sanger's work of over a decade, combining his expertise in

organic chemistry (the cleavage and derivatization reactions) with
the development of analytical tools for separating and identifying
the reaction products, led to his winning a Nobel prize in 1958
[he won a second Nobel prize in 1980, for his invention of the
chain terminator method of nucleic acid sequencing (Section
3-4C)]. A testament to Sanger's brilliance is that his basic

protein sequencing in 1943, used these new techniques as well
as classic organic chemistry. Sanger did not actually set out to
sequence a protein; his first experiments were directed toward
devising a better method for quantifying free amino groups such
as the amino groups corresponding to the N-terminus of

a polypeptide.

Sanger used the reagent 2,4-dinitrofluorobenzene, NO, approaches to sequencing polypeptides and nucleic acids are still
which forms a yellow dinitrophenyl (DNP) derivative widely used.
at terminal amino groups without breaking any Publication of the sequence of insulin in 1955
peptide bonds. convinced skeptics that a protein has a unique amino
NO, NO, agid sequence. Sanggr’s work also help(?d catalyze
thinking about the existence of a genetic code that would
NH, NH : ) ) .
| link the amino acid sequence of a protein to the
+ R,—C—H R,—C—H nucleotide sequence of DNA, a molecule whose structure
i had just been elucidated in 1953.
NO, C=0 HF C=0
F | | Sanger, F, Sequences, sequences, sequences, Annu. Rev. Biochem.

57, 1-28 (1988). [A scientific autobiography that provides a glimpse
of the early difficulties in sequencing proteins.]

Sanger, F, Thompson, E.O.P, and Kitai, R, The amide groups of insulin,
Biochem. J. 59, 509-518 (1955).

2,4-Dinitrofluoro- Polypeptide

benzene (DNFB)

polypeptides (Fig. 5-14). The treatment of a dansylated polypeptide with
aqueous acid at high temperature hydrolyzes its peptide bonds. This liberates
the dansylated N-terminal residue, which can then be separated chromato-
graphically from the other amino acids and identified by its intense yellow
fluorescence. The N-terminal residue can also be identified by performing the
first step of Edman degradation (Section 5-3C), a procedure that liberates
amino acids one at a time from the N-terminus of a polypeptide.

Disulfide Bonds between and within Polypeptides Are Cleaved. Disulfide
bonds between Cys residues must be cleaved to separate polypeptide chains—
if they are disulfide-linked—and to ensure that polypeptide chains are fully



N(CH,),

R N N A
©© + HN—CH—C—NH—CH—C—NH—CH—C— ---
0=S=0
\
Cl
5-Dimethylamino-1-naphthalenesulfonyl chloride Polypeptide
(dansyl chloride)
OH™
HCI

N(CHy),
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NH—CH—C—OH + H3N—CH—COOH + H3gN—CH—COOH + --
Dansylamino acid Free amino acids
(fluorescent)

FIG. 5-14 The dansyl chloride reaction. The reaction of dansyl chloride with primary
amino groups is used for end group analysis.

linear (residues in polypeptides that are “knotted” with disulfide bonds may
not be accessible to all the enzymes and reagents for sequencing). Disulfide
bonds can be reductively cleaved by treating them with 2-mercaptoethanol or
another mercaptan (compounds that contain an —SH group):

0}
0 II
Il +++—NH—CH—C—
s _NH—CH—C— +-- |
| CH,
CH, |
\ SH
S SCH,CH,OH
\ + 2HSCH,CH,OH —>» + + |
‘S SCH,CH,0OH
SH
CH, O |
2 CH, O
. —NH—CH—C— - -- [ I
—NH—CH—C—
Cystine 2-Mercaptoethanol Cysteine

The resulting free sulthydryl groups are then alkylated, usually by treatment
with iodoacetate, to prevent the re-formation of disulfide bonds through ox-
idation by O,:

Cys—CH,—SH + ICH,C00T —» Cys—CH,— S—CH,CO0~ + HI

Cysteine Iodoacetate S-Carboxymethylcysteine
(CM-Cys)
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B The Polypeptide Chains Are Cleaved

Polypeptides that are longer than 40 to 100 residues cannot be directly se-
quenced and must therefore be cleaved, either enzymatically or chemically, to
specific fragments that are small enough to be sequenced. Various endopep-
tidases (enzymes that catalyze the hydrolysis of internal peptide bonds, as op-
posed to exopeptidases, which catalyze the hydrolysis of N- or C-terminal
residues) can be used to fragment polypeptides. Both endopeptidases and ex-
opeptidases (which collectively are called proteases) have side chain require-
ments for the residues flanking the scissile peptide bond (i.e., the bond that
is to be cleaved; Table 5-4). The digestive enzyme trypsin has the greatest
specificity and is therefore the most valuable member of the arsenal of
endopeptidases used to fragment polypeptides. It cleaves peptide bonds on the
C side (toward the carboxyl terminus) of the positively charged residues Arg
and Lys if the next residue is not Pro.

NH3 NH;

‘ 3 Lys ‘ 3
(‘JHZ (or Arg) (‘;H2
‘CHQ (‘}H2
CH, CH,

\ H,0 \
gk e ¢

\

¢+ —NH—CH—C—NH—CH—C—--- +++ —NH—CH—C—0O"
— trypsin
Any amino acid R (0]
residue but Pro | I

The other endopeptidases listed in Table 5-4 exhibit broader side chain
specificities than trypsin and often yield a series of peptide fragments with
overlapping sequences. However, through limited proteolysis, that is, by ad-
justing reaction conditions and limiting reaction times, these less specific en-
dopeptidases can yield a set of discrete, nonoverlapping fragments.

Several chemical reagents promote peptide bond cleavage at specific

residues. The most useful of these, cyanogen bromide (CNBr), cleaves on the
C side of Met residues (Fig. 5-15).

C Edman Degradation Removes a Peptide’s First Amino
Acid Residue

Once the peptide fragments formed through specific cleavage reactions have
been isolated, their amino acid sequences can be determined. This can be ac-
complished through repeated cycles of Edman degradation. In this process
(named after its inventor, Pehr Edman), phenylisothiocyanate (PITC; also
known as Edman’s reagent) reacts with the N-terminal amino group of a
polypeptide under mildly alkaline conditions to form a phenylthiocarbamyl
(PTC) adduct (Fig. 5-16). This product is treated with anhydrous

FIG. 5-15 Cyanogen bromide cleavage of a polypeptide. CNBr reacts specifically
with Met residues, resulting in cleavage of the peptide bond on their C-terminal side. The
newly formed C-terminal residue forms a cyclic structure known as a peptidyl homoser-
ine lactone.



TABLE 5-4 Specificities of Various Endopeptidases
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R,.; O R, (@)
—NH—CH— CI NH—CH—C—
Scissile
peptide bond
Enzyme Source Specificity Comments
Trypsin Bovine pancreas R, = positively charged residues: Arg, Highly specific
Lys; R,, # Pro
Chymotrypsin Bovine pancreas R,—, = bulky hydrophobic residues: Phe, Cleaves more slowly for
Trp, Tyr; R, # Pro R,—; = Asn, His, Met, Leu
Elastase Bovine pancreas R,—; = small neutral residues: Ala, Gly,
Ser, Val; R, # Pro
Thermolysin Bacillus thermoproteolyticus R, = lle, Met, Phe, Trp, Tyr, Val; Occasionally cleaves at R, = Ala,
R, ; # Pro Asp, His, Thr; heat stable
Pepsin Bovine gastric mucosa R, = Leu, Phe, Tip, Tyr; R,—; # Pro Also others; quite nonspecific;
pH optimum = 2
Endopeptidase V8 Staphylococcus aureus R,—; = Glu

/N R R RO
\

@N:C:S + H,N—CH—C—NH—CH—C—NH—CH—C— «++ <
xJ

Phenylisothiocyanate Polypeptide

(PITC)
l on-

Ry, O R, O Ry O
N Yy i
NH—C—NH—CH—C—NH—CH—C—NH—CH—C— ---
Il
S PTC-polypeptide
anhydrous
F;CCOOH
R, (0}
no—d vy
+
/ \ + H;N —CH—C—NH—CH—C— - —
N\ S
N Original polypeptide less

‘ its N-terminal residue
O
H

Thiazolinone derivative

H+
l FIG. 5-16 Edman degradation. The reaction
occurs in three stages, each requiring different
R\l //O conditions. Amino acid residues can therefore be
HC——C sequentially removed from the N-terminus of a
/ polypeptide in a controlled, stepwise fashion.
HN ee the Animated Figures.
N ©s 9

| |1| Many proteins include an acetyl group at
the N-terminus. How would this affect the
PTH-amino acid Edman degradation process?
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FIG. 5-17 Electrospray ionization mass
spectrometry (ESI). (a) Dry N, gas promotes the
evaporation of solvent from charged droplets
containing the protein of interest, leaving gas-phase
ions, whose charge is due to the protonation of Arg
and Lys residues. The mass spectrometer then
determines the mass-to-charge ratio of these ions.
The resulting mass spectrum consists of a series of
peaks corresponding to ions that differ by a single
ionic charge and the mass of one proton). [After
Fitzgerald, M.C. and Siuzdak, G., Chem. Biol. 3, 708
(1996).] (b) The ESI mass spectrum of horse heart
apomyoglobin (myoglobin that lacks its Fe ion).
The measured m/z ratios and the inferred charges
for most of the peaks are indicated. The data
provided by this spectrum permit the mass of the
original molecule to be calculated (see Sample

Calculation 5-1). [After Yates, J.R, Methods Enzymol.

271, 353 (1996)]

trifluoroacetic acid, which cleaves the N-terminal residue as a thiazolinone
derivative but does not hydrolyze other peptide bonds. Edman degradation
therefore releases the N-terminal amino acid residue but leaves intact the rest
of the polypeptide chain. The thiazolinone-amino acid is selectively extracted
into an organic solvent and is converted to the more stable phenylthiohydan-
toin (PTH) derivative by treatment with aqueous acid. This PTH-amino acid
can later be identified by chromatography. Thus, iz is possible to determine the
amino acid sequence of a polypeptide chain from the N-terminus inward by sub-
Jecting the polypeptide to repeated cycles of Edman degradation and, afier every
cycle, identifying the newly liberated PTH-amino acid.

The Edman degradation technique has been automated and refined, re-
sulting in great savings of time and material. In modern instruments, the pep-
tide sample is dried onto a disk of glass fiber paper, and accurately measured
quantities of reagents are delivered and products removed as vapors in a stream
of argon at programmed intervals. Up to 100 residues can be identified be-
fore the cumulative effects of incomplete reactions, side reactions, and peptide
loss make further amino acid identification unreliable. Since less than a pico-
mole of a PTH-amino acid can be detected and identified, sequence analysis
can be carried out on as little as 5 to 10 pmol of a peptide (<0.1 pg—an
invisibly small amount).
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D Mass Spectrometry Determines the Molecular
Masses of Peptides

Mass spectrometry has emerged as an important technique for characterizing
and sequencing polypeptides. Mass spectrometry accurately measures the mass-
to-charge (m/z) ratio for ions in the gas phase (where  is the ion’s mass and
z is its charge). Until about 1985, macromolecules such as proteins and nu-
cleic acids could not be analyzed by mass spectrometry. This was because
macromolecules were destroyed during the production of gas-phase ions,
which required vaporization by heating followed by ionization via bombard-
ment with electrons.

Newer techniques have addressed this shortcoming. For example, in the
electrospray ionization (ESI) technique, a solution of a macromolecule such
as a peptide is sprayed from a narrow capillary tube maintained at high volt-
age (~4000 V), forming fine, highly charged droplets from which the solvent
rapidly evaporates (Fig. 5-17a). This yields a series of gas-phase macromolec-
ular ions that typically have ionic charges in the range +0.5 to +2 per kilo-
dalton. The charges result from the protonation of basic side chains such as
Arg and Lys. The ions are directed into the mass spectrometer, which meas-
ures their 7/z values with an accuracy of ~0.01% (Fig. 5-176). Consequently,
determining an ion’s z permits its molecular mass to be determined with far
greater accuracy than by any other method.

Short polypeptides (<25 residues) can be directly sequenced though the
use of a tandem mass spectrometer (Fig. 5-18; two mass spectrometers cou-
pled in series). The first mass spectrometer functions to select and separate
the peptide ion of interest from peptide ions of different masses as well as
any contaminants that may be present. The selected peptide ion is then passed
into a collision cell, where it collides with chemically inert atoms such as he-
lium. The energy thereby imparted to the peptide ion causes it to fragment
predominantly at only one of its several peptide bonds, thereby yielding one
or two charged fragments per original ion. The molecular masses of the nu-
merous charged fragments so produced are then determined by the second
mass spectrometer.

By comparing the molecular masses of successively larger members of a family
of fragments, the molecular masses and therefore the identities of the corresponding
amino acid residues can be determined. The sequence of an entire polypeptide
can thus be elucidated (although mass spectrometry cannot distinguish the iso-
meric residues Ile and Leu because they have exactly the same mass, and it

Py

Py
MS-1 P3 MS-2

Py

P

5 Collision
cell F1 F2 F3Fy Fg
lon | e’
r
souree Detector

FIG. 5-18 Tandem mass spectrometry in peptide sequencing. Electrospray
ionization (ESI), the ion source, generates gas-phase peptide ions, labeled Py, Py, etc, from a
digest of the protein to be sequenced. These peptides are separated by the first mass spec-
trometer (MS-1) according to their m/z values, and one of them (here, Ps) is directed into the
collision cell, where it collides with helium atoms. This treatment breaks the peptide into frag-
ments (Fy, Fo, etc), which are directed into the second mass spectrometer (MS-2) for deter-
mination of their m/z values. [After Biemann, K. and Scoble, HA, Science 237, 992 (1987).]
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SAMPLE CALCULATION 5-1

: An ESI mass spectrum such as that of :
: apomyoglobin (Fig. 5-174) contains a :
 series of peaks, each corresponding to the :
. mlzratio of an (M + zH)"" ion. Two suc-
: cessive peaks in this mass spectrum have :
: measured m/z ratios
© 1542.3. What is the molecular mass of the :
: original apomyoglobin molecule, how does :
: it compare with the value given for it in :
: Table 5-1, and what are the charges of the :
: ions causing these peaks? :

of 1414.0 and :

¢ The first peak (p; = 1414.0) arises from :
:an jon with charge z and mass M + g :
* where M is the molecular mass of the :
 original protein. Then the adjacent peak :
(p, = 1542.3), which is due to an ion :
: with one less proton, has charge z — 1:
“and mass M + z — 1. The m/z ratios for :
: these ions, 1 and p,, are therefore given
: by the following expressions. :

n=M2)/z
p=M+z-1)/(z—1)

These two linear equations can readily be
¢ solved for their unknowns, M and z. Solve :
¢ the first equation for M. :

: M = Z(pl - 1)
: Then plug this result into the second :
: equation. :
: Z2(pp—1)+z—1
b=
z— 1

_ zZpy — 1
: oz—1
Sy T pa T g ]
: 2= (pa = 1)/(p2 — )

M= (= D= Do = 1)

Plugging in the values for p; and p,,
M = (15423 — 1)(1414.0 — 1)/

(15423 — 1414.0) = 16975 D

: which is only 0.14% larger than the
: 16,951 D for horse apomyoglobin given in :
: Table 5-1. For the charge on ion 1, :

z = (15423 — 1)/(1542.3 — 1414.0)
= +12

The ionic charge on ion 2 is 12 — 1 =
411, :
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Polypeptide fragment
containing disulfide bond

Reduce disulfide and block
with iodoacetate

—CH,COj; + “0,CCHy—

Separate and sequence
the polypeptides

FIG. 5-20 Determining the positions of
disulfide bonds.

CNBr
fragments

CNBr CNBr

! :

Phe —Trp —MEt==Gly—Ala — 888 eu—Pro—Met==Asp — Gly— BigE8 Cys—Ala—GIn

Trypsin trypsin trypsin
fragments ‘ ‘

-« > - > >

FIG. 5-19 Generating overlapping fragments to determine the amino acid
sequence of a polypeptide. In this example, two sets of overlapping peptide fragments
are made by using trypsin to cleave the polypeptide after all its Arg and Lys residues and,
in a separate reaction, using CNBr to cleave it after all its Met residues. € See the
Animated Figures.

cannot always reliably distinguish Gln and Lys residues because their molec-
ular masses differ by only 0.036 D).

Computerization of the mass-comparison process has reduced the time re-
quired to sequence a short polypeptide to only a few minutes (one cycle of
Edman degradation may take an hour). The reliability of this process has been
increased through the computerized matching of a measured mass spectrum with
those of peptides of known sequence as maintained in databases. Mass spectrom-
etry can also be used to sequence peptides with chemically blocked N-termini
(which prevents Edman degradation) and to characterize other posttranslational
modifications such as the addition of phosphate or carbohydrate groups.

E Reconstructed Protein Sequences Are Stored in Databases

After individual peptide fragments have been sequenced, their order in the
original polypeptide must be elucidated. This is accomplished by conducting
a second round of protein cleavage with a reagent of different specificity and
then comparing the amino acid sequences of the overlapping sets of peptide
fragments (Fig. 5-19).

The final step in an amino acid sequence analysis is to determine the po-
sitions (if any) of the disulfide bonds. This can be done by cleaving a sample
of the protein, with its disulfide bonds intact, to yield pairs of peptide frag-
ments, each containing a single Cys, that are linked by a disulfide bond. After
isolating a disulfide-linked polypeptide fragment, the disulfide bond is cleaved
and alkylated (Section 5-3A), and the sequences of the two peptides are de-
termined (Fig. 5-20). The various pairs of such polypeptide fragments are
identified by comparing their sequences with that of the protein, thereby es-
tablishing the locations of the disulfide bonds.

Sequences Are Recorded in Databases. After a protein’s amino acid se-
quence has been determined, the information is customarily deposited in a
public database. Databases for proteins as well as DNA sequences are accessi-
ble via the Internet (Table 5-5). Electronic links between databases allow rapid
updates and cross-checking of sequence information.

Most sequence databases use similar conventions. For example, the protein
may be given an ID code that includes information about its source (e.g., HU-
MAN or ECOLI). This is accompanied by an accession number, which is as-
signed by the database as a way of identifying an entry even if its ID code must
be changed (for example, see Fig. 5-21). The entry includes a description of the
protein, its function (if known), its sequence, and features such as disulfide bonds,
posttranslational modifications, and binding sites. The entry ends with a list of
pertinent references (which are linked to PubMed) and links to other databases.
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TABLE 5-5 Internet Addresses for the Major Protein and DNA Section 3 Protein Sequencing
Sequence Data Banks

Data Banks Containing Protein Sequences

ExPASy Proteomics Server: http://expasy.org/

Protein Information Resource (PIR): http://pir.georgetown.edu/
UniProt: http://www.uniprot.org/

Data Banks Containing Gene Sequences

GenBank: http://www.ncbi.nlm.nih.gov/genbank/

European Bioinformatics Institute (EBI): heep://www.ebi.ac.uk

GenomeNet: http://www.genome.jp/

Unroe F o+ UniProtks P
Search Blast * Align Ratriwn 1D Mapping *

Search in Query

[[Protain Knowiedgebase (UniProtkE) ¢ (‘Search) {Clear) Advanced Search »

Q15848 (ADIPO_HUMAN) = Reviewed, UniProtKB/Swiss-Prot
Last modified April 5, 2011, Version 117, B History...

+ & Clusters with 100°%, 50%, 50% identity | Documents (5) | | | Third-party data  tect | xomil | restemi { gt | fasta)

-0 Soqu

MNames and origin

Protein names. Recommended name:

Adipocyta, Ciq and collagen domai pr
Adipose most abundant gene transcript 1 pratein

Short namesapht-1

Gelatin-binding protein
R S e A wo s FIG. 5-21 The initial portion of a UniProt
Dvin Horpo swptoms {H e ICamwiot o entry. This information pertains to the protein
Taxonomic identifier 9606 [NCB1) . " . . .
LA i R T ; z spese sy : adiponectin, which is produced by adipose (fat)

Catarrhini » Hominidae » Homo " .

tissue and helps regulate fuel metabolism
Protein atiributes (Section 22-3B). The complete entry includes
Sequence lengt 204 A8, additional information and references as well as
Sequence Complete. ]
S o S v the protein’s sequence. [From

Protein existanca Evidanca at proten lvel. http://www.uniprot.org/.]

Armed with the appropriate software (which is often publicly available at
the database sites), a researcher can search a database to find proteins with
similar sequences in various organisms. The sequence of even a short peptide
fragment may be sufficient to “fish out” the parent protein or its counterpart
from another species (see the Bioinformatics Projects).
Amino acid sequence information is no less valuable when the nucleotide
sequence of the corresponding gene is also known, because the protein se- CHECKPOINT

quence provides information about protein structure that is not revealed by . Symmarize the steps involved in

nucleic acid sequencing (see Section 3-4). For example, only direct protein se- sequencing a protein.

quencing can reveal the locations of disulfide bonds in proteins. In addition, . \hy is it important to identify the

many proteins are modified after they are synthesized. For example, certain N-terminal residue(s) of a protein?
residues may be excised to produce the “mature” protein (insulin, shown in . \what are some advantages of sequencing
Fig. 5-1, is actually synthesized as an 84-residue polypeptide that is proteolyt- peptides by mass spectrometry rather
ically processed to its smaller, two-chain form). Amino acid side chains may than by Edman degradation?

also be modified by the addition of carbohydrates, phosphate groups, or acetyl Explain why long polypeptides must be
groups, to name only a few. Although some of these modifications occur at broken into at least two different sets of
characteristic amino acid sequences and are therefore identifiable in nucleotide peptide fragments for sequencing.

sequences, only the actual protein sequence can confirm whether and where « What types of information can be retrieved
they occur. from a protein sequence database?
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TABLE 5-6 Amino Acid Sequences of Cytochromes ¢ from 38 Species
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. Human, chimpanzee
Rhesus monkey
Horse

Donkey

Cow, pig, sheep

Dog

Rabbit

California gray whale
Great gray kangaroo

Mammals
A

Y4

Chicken, turkey
Pigeon

Pekin duck
Snapping turtle
Rattlesnake
Bullfrog

Tuna

Dogfish

~
Samia cynthia (a moth)
Tobacco hornworm moth
{

Other
verte?rates

Insects

Screwworm fly
Drosophila (fruit fly)

Baker’s yeast
Candida krusei (a yeast)
Neurospora crassa (a mold)

Fungi

Wheat germ
Buckwheat seed
Sunflower seed
Mung bean
Cauliflower
Pumpkin
Sesame seed
Castor bean
Cottonseed
Abutilon seed

Number of different amino acids
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4The amino acid side chains have been shaded according to their polarity characteristics so that an invariant or conservatively substituted residue is
identified by a vertical band of a single color. The letter a at the beginning of the chain indicates that the N-terminal amino group is acetylated; an h

indicates that the acetyl group is absent.

Source: After Dickerson, R.E., Sci. Am. 226(4); 58-72 (1972), with corrections from Dickerson, R.E., and Timkovich, R., in Boyer, P.D. (Ed.), The
Enzymes (3rd ed.), Vol. 11, pp. 421-422, Academic Press (1975). lllustration, Irving Geis. Image from the Irving Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction by permission only.
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Protein evolution.
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4 Protein Evolution

KEY CONCEPTS
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* Sequence comparisons reveal the evolutionary relationships between proteins.

* Protein families evolve by the duplication and divergence of genes encoding
protein domains.

* The rate of evolution varies from protein to protein.

Because an organism’s genetic material specifies the amino acid sequences of
all its proteins, changes in genes due to random mutation can alter a protein’s
primary structure. A mutation in a protein is propagated only if it somehow
increases, or at least does not decrease, the probability that its owner will sur-
vive to reproduce. Many mutations are deleterious or produce lethal effects
and therefore rapidly die out. On rare occasions, however, a mutation arises
that improves the fitness of its host under the prevailing conditions. This is
the essence of evolution by natural selection.
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Hydrophilic, acidic: . Asp . Glu
Hydrophilic, basic: . His . Lys . Arg . TrimethylLys

Polar, uncharged: . Asn or Asp . Gly . Asn . Gln
. Ser . Thr . Trp . Tyr . Gln or Glu

Hydrophobic: Ala Cys Phe |I| Ile Leu
IE Met IE' Pro Val

A Protein Sequences Reveal Evolutionary Relationships

The primary structures of a given protein from related species closely resemble
one another. Consider cytochrome ¢, a protein found in nearly all eukaryotes.
Cytochrome ¢ is a component of the mitochondrial electron-transport system
(Section 18-2), which is believed to have taken its present form between 1.5
and 2 billion years ago, when organisms developed mechanisms for acrobic res-
piration. Emanuel Margoliash, Emil Smith, and others have elucidated the
amino acid sequences of the cytochromes ¢ from over 100 eukaryotic species
ranging in complexity from yeast to humans. The cytochromes ¢ from differ-
ent species are single polypeptides of 104 to 112 residues. The sequences of 38
of these proteins are arranged in Table 5-6 to show the similarities between
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vertically aligned residues (the residues have been color-coded according to their
physical properties). A survey of the aligned sequences (bottom line of Table
5-6) shows that at 38 positions (23 positions in the complete set of >100 se-
quences), the same amino acid appears in all species. Most of the remaining
positions are occupied by chemically similar residues in different organisms. In
only eight positions does the sequence accommodate six or more different
residues.

According to evolutionary theory, related species have evolved from a com-
mon ancestor, so it follows that the genes specifying each of their proteins must
likewise have evolved from the corresponding gene in that ancestor. The sequence
of the ancestral cytochrome c¢ is accessible only indirectly, by examining the
sequences of extant proteins.

Sequence Comparisons Provide Information on Protein Structure and
Function. [n general, comparisons of the primary structures of homologous
proteins (evolutionarily related proteins) indicate which of the protein’s residues
are essential to its function, which are less significant, and which have little spe-
cific function. Finding the same residue at a particular position in the amino
acid sequence of a series of related proteins suggests that the chemical or
structural properties of that so-called invariant residue uniquely suit it to
some essential function of the protein. For example, its side chain may be
necessary for binding another molecule or for participating in a catalytic re-
action. Other amino acid positions may have less stringent side chain re-
quirements and can therefore accommodate residues with similar
characteristics (e.g., Asp or Glu, Ser or Thr, etc.); such positions are said to
be conservatively substituted. On the other hand, a particular amino acid
position may tolerate many different amino acid residues, indicating that the
functional requirements of that position are rather nonspecific. Such a po-
sition is said to be hypervariable.

Why is cytochrome ¢—an ancient and essential protein—not identical in
all species? Even a protein that is well adapted to its function, that is, one that
is not subject to physiological improvement, nevertheless continues evolving.
The random nature of mutational processes will, in time, change such a protein
in ways that do not significantly affect its function, a process called neutral drift
(deleterious mutations are, of course, rapidly rejected through natural selection).
Hypervariable residues are apparently particularly subject to neutral drift.

Phylogenetic Trees Depict Evolutionary History. Far-reaching conclusions
about evolutionary relationships can be drawn by comparing the amino acid
sequences of homologous proteins. The simplest way to assess evolutionary
differences is to count the amino acid differences between proteins. For exam-
ple, the data in Table 5-6 show that primate cytochromes ¢ more nearly re-
semble those of other mammals than they do those of insects (8—12 differences
among mammals versus 26-31 differences between mammals and insects).
Similarly, the cytochromes ¢ of fungi differ as much from those of mammals
(45-51 differences) as they do from those of insects (41-47) or higher plants
(47-54). The order of these differences largely parallels that expected from
classical taxonomy, which is based primarily on morphological rather than mo-
lecular characteristics.

The sequences of homologous proteins can be analyzed by computer to
construct a phylogenetic tree, a diagram that indicates the ancestral relation-
ships among organisms that produce the protein. The phylogenetic tree for
cytochrome ¢ is sketched in Fig. 5-22. Similar trees have been derived for
other proteins. Each branch point of the tree represents a putative common
ancestor for all the organisms above it. The distances between branch points
are expressed as the number of amino acid differences per 100 residues of the
protein. Such trees present a more quantitative measure of the degree of re-
latedness of the various species than macroscopic taxonomy can provide.
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FIG. 5-22 Phylogenetic tree of cytochrome c. Each branch the flanking branch points or species. [After Dayhoff, M.O,, Park, CM,,
point represents an organism ancestral to the species connected and McLaughlin, PJ, in Dayhoff, M.O. (Ed.), Atlas of Protein Sequence
above it. The number beside each branch indicates the number of and Structure, p. 8, National Biomedical Research Foundation (1972).]

inferred differences per 100 residues between the cytochromes c of

Note that the evolutionary distances from all modern cytochromes ¢ to
the lowest point, the earliest common ancestor producing this protein, are ap-
proximately the same. Thus, “lower” organisms do not represent life-forms that
appeared early in history and ceased to evolve further. The cytochromes ¢ of
all the species included in Fig. 5-22—whether called “primitive” or
“advanced”—have evolved to about the same extent.

B Proteins Evolve by the Duplication of Genes or Gene Segments

The effort to characterize protein evolution and create databases of related
proteins was pioneered by Margaret Dayhoff beginning in the 1960s. Since
then, around seven million protein sequences have been catalogued as the result
of direct protein sequencing or DNA sequencing projects. This has led to the
development of mathematically sophisticated computer algorithms to identify
similarities between sequences. These search protocols can detect similarities be-
tween proteins that have evolved to the extent that their amino acid sequences
are <20% identical and have acquired several sequence insertions and/or
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o ¢ Yy € & B Myoglobin

Primordial globin

FIG. 5-23 Genealogy of the globin family.

Each branch point represents a gene duplication
event. Myoglobin is a single-chain protein. The
globins identified by Greek letters are subunits
of hemoglobins.

deletions of various lengths. The use of such sequence alignment programs,
which are publicly available, is demonstrated in Bioinformatics Project 2.

Analysis of a large number of proteins indicates that evolutionarily con-
served sequences are often segments of about 40 to 200 residues, called
domains. Originally, this term referred to a portion of discrete protein structure,
but the usage has expanded to include the corresponding amino acid sequence.
As we shall see in Section 6-2D, structural similarities between two domains may
be apparent even when the sequences have few residues in common.

Protein domains can be grouped into an estimated 1000-1400 different
families, but about half of all known domains fall into just 200 families. Most
protein families have only a few members, and 10-20% of proteins appear to
be unique, although it is also possible that they represent family members whose
sequences have simply diverged beyond recognition. Domains whose sequences
are more than about 40% identical usually have the same function; domains
with less than about 25% sequence identity usually perform different roles.

Protein Families Can Arise through Gene Duplication. It is not surprising
that proteins with similar functions have similar sequences; such proteins pre-
sumably evolved from a common ancestor. Homologous proteins with the same
function in different species (e.g., the cytochromes ¢ shown in Table 5-6) are
said to be orthologous.

Within a species, similar proteins arise through gene duplication, an aber-
rant genetic recombination event in which one member of a chromosome pair
acquires both copies of the primordial gene (genetic recombination is discussed
in Section 25-6). Following duplication, the sequences may diverge as muta-
tions occur over time. Gene duplication is a particularly efficient mode of evo-
lution because one copy of the gene evolves a new function through natural selection
while its counterpart continues to direct the synthesis of the original protein. Two
independently evolving genes that are derived from a duplication event are
said to be paralogous. In prokaryotes, approximately 60% of protein domains
have been duplicated; in many eukaryotes the figure is ~90%, and in
humans, ~98%.

The globin family of proteins provides an excellent example of evolution

through gene duplication and divergence. Hemoglobin, which transports
O, from the lungs (or gills or skin) to the tissues, is a tetramer with the sub-
unit composition a3, (i.e., two a polypeptides and two 3 polypeptides). The
sequences of the a and  subunits are similar to each other and to the se-
quence of the protein myoglobin, which facilitates oxygen diffusion through
muscle tissue (hemoglobin and myoglobin are discussed in more detail in
Chapter 7). The primordial globin probably functioned simply as an oxygen-
storage protein. Gene duplication allowed one globin to evolve into a
monomeric hemoglobin « chain. Duplication of the a chain gene gave rise
to the paralogous gene for the B chain. Other members of the globin family
include the B-like vy chain that is present in fetal hemoglobin, an a,y,
tetramer, and the B-like & and a-like { chains that appear together early in
embryogenesis as {,&, hemoglobin. Primates contain a relatively recently du-
plicated globin, the B-like & chain, which appears as a minor component
(~1%) of adult hemoglobin. Although the a,8, hemoglobin has no known
unique function, perhaps it may eventually evolve one. The genealogy of the
members of the globin family is diagrammed in Fig. 5-23. The human
genome also contains the relics of globin genes that are not expressed. These
pseudogenes can be considered the dead ends of protein evolution. Note that
a duplicated and therefore initially superfluous gene has only a limited time
to evolve a new functionality that provides a selective advantage to its host be-
fore it is inactivated through mutation, that is, becomes a pseudogene.

The Rate of Sequence Divergence Varies. The sequence differences between
orthologous proteins can be plotted against the time when, according to the
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Millions of years since divergence Reproduced with permission.]

fossil record, the species producing the proteins diverged. The plot for a given
protein is essentially linear, indicating that its mutations accumulate at a con-
stant rate over a geological time scale. However, rates of evolution vary among
proteins (Fig. 5-24). This does not imply that the rates of mutation of the
DNAs specifying those proteins differ, but rather that the rate at which muta-
tions are accepted into a protein varies.

A major contributor to the rate at which a protein evolves is the effect of
amino acid changes on the protein’s function. For example, Fig. 5-24 shows
that histone H4, a protein that binds to DNA in eukaryotes (Section 24-5A),
is among the most highly conserved proteins (the histones H4 from peas and
cows, species that diverged 1.2 billion years ago, differ by only two conserva-
tive changes in their 102 residues). Evidently, histone H4 is so finely tuned
to its function of packaging DNA in cells that it is extremely intolerant of any
mutations. Cytochrome ¢ is only slightly more tolerant. It is a relatively small
protein that binds to several other proteins. Hence, any changes in its amino
acid sequence must be compatible with all its binding partners (or they would
have to simultaneously mutate to accommodate the altered cytochrome ¢, an
unlikely event). Hemoglobin, which functions as a free-floating molecule, is
subject to less selective pressure than histone H4 or cytochrome ¢, so its surface
residues are more easily substituted by other amino acids. The fibrinopeptides
are ~20-residue fragments that are cleaved from the vertebrate protein
fibrinogen to induce blood clotting (Box 11-4). Once they have been removed,
the fibrinopeptides are discarded, so that they are subject to little selective
pressure to maintain their amino acid sequences.

The rate of protein evolution also depends on the protein’s structural sta-
bility. For example, a mutation that slowed the rate at which a newly synthe-
sized polypeptide chain folds into its functional three-dimensional shape could
affect the cell’s survival, even if the protein ultimately functioned normally.
Such mutations would be especially critical for proteins that are produced at
high levels, since the not-yet-folded proteins could swamp the cell’s protein-
folding mechanisms. In fact, the genes for highly expressed proteins appear to
evolve more slowly than the genes for rarely expressed proteins.

Mutational changes in proteins do not account for all evolutionary
changes among organisms. The DNA sequences that control the expression of
proteins (Chapters 26, 27, and 28) are also subject to mutation. These se-
quences control where, when, and how much of the corresponding protein is
made. Thus, although the proteins of humans and chimpanzees are >99%
identical on average (e.g., their cytochromes ¢ are identical), their anatomical

121
Section 4 Protein Evolution



122

(a) Fibronectin

Key

AAAAAAEEAAA AAA A Fibronectin domain 1
) ) M Fibronectin domain 2
(b) Blood clotting proteins Fibronectin domain 3
Factors VII, IX, X, and protein C o [ | @ y-Carboxyglutamate domain
Factor XII HeATVE Epidermal growth factor domain
Tissue-type plasminogen activator AV VIl [ Serine protease domain
Protein S ® WV Kringle domain
Unique domain
FIG. 5-25 Construction of some multidomain proteins. Each three types. (b) Some of the proteins that participate in blood clotting
shape represents a segment of ~40 to 100 residues that appears, are built from a small set of domains. (The epidermal growth factor

with some sequence variation, several times in the same protein or in domain is so named because it was first observed as a component of
a number of related proteins. (a) Fibronectin, an ~500-kD protein of ~ epidermal growth factor.) [After Baron, M,, Norman, D.G,, and
the extracellular matrix, is composed mostly of repeated domains of Campbell, I.D., Trends Biochem. Sci. 16, 14 (1991)]

CHECKPOINT

* How can sequence comparisons reveal
which amino acid residues are essential
for a protein’s function?

* Using Table 5-6, identify some invariant,
conservative, and hypervariable positions.
What types of amino acids appear at
conservatively substituted sites?

* Explain how the number of amino acid
differences between homologous proteins
can be used to construct a phylogenetic
tree.

* Explain the origin of orthologous proteins,
paralogous proteins, and multidomain
proteins.

*  Why do different proteins appear to
evolve at different rates?

1 Polypeptide Diversity

and behavioral differences are so great that they are classified as belonging to
different families.

Many Proteins Contain Domains That Occur in Other Proteins. Gene du-
plication is not the only mechanism that generates new proteins. Analysis of
protein sequences has revealed that many proteins, particularly those made by
eukaryotes, are mosaics of sequence motifs or domains of about 40—100 amino
acid residues. These domains occur in several other proteins in the same organ-
ism and may be repeated numerous times within a given protein (Fig. 5-254).
For example, most of the proteins involved in blood clotting are composed of
sets of smaller domains (Fig. 5-256). The sequence identity between homolo-
gous domains is imperfect since each domain evolves independently. The func-
tions of individual domains are not always known: Some appear to have discrete
activities, such as catalyzing a certain chemical reaction or binding a particular
molecule, but others may merely be spacers or scaffolding for other domains.

We will see in Section 25-6C how gene segments encoding protein do-
mains are copied and inserted into other positions in a genome to generate
new genes that encode proteins with novel sequences. Such domain shuffling
is a much faster process than the duplication of an entire gene followed by its
evolution of a new functionality. Nevertheless, both mechanisms have played
important roles in the evolution of proteins.

................................................................................................................................

hydrophobicity (hydrophobic interaction chromatography), size

* The properties of proteins depend largely on the sizes and (gel filtration chromatography), and binding specificity (affinity

sequences of their component polypeptides.

2 Protein Purification and Analysis

chromatography). Binding and elution often depend on the salt
concentration and pH.

* Electrophoresis separates molecules by charge and size; SDS-

* Protein purification requires controlled conditions such as pH and PAGE separates them primarily by size. 2D electrophoresis can
temperature, and a means to quantify the protein (an assay). resolve thousands of proteins.

* Fractionation procedures are used to purify proteins on the basis ~ * A macromolecule’s rate of sedimentation in an ultracentrifuge is
of solubility, charge, polarity, size, and binding specificity. related to its mass.

* Differences in solubility permit proteins to be concentrated and

purified by salting out.

3 Protein Sequencing

* Chromatography, the separation of soluble substances by their rate ~ * Analysis of a protein’s sequence begins with end group analysis, to
of movement through an insoluble matrix, is a technique for pu- determine the number of different subunits, and the cleavage of
rifying molecules by charge (ion exchange chromatography), disulfide bonds.



* Polypeptides are cleaved into fragments suitable for sequencing by
Edman degradation, in which residues are removed, one at a time,
from the N-terminus. Peptides can also be sequenced by mass
spectrometry.

* A protein’s sequence is reconstructed from the sequences of over-

lapping peptide fragments and from information about the loca-
tions of disulfide bonds. The sequences of numerous proteins are
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4 Protein Evolution

Proteins evolve through changes in primary structure. Protein
sequences can be compared to construct phylogenetic trees and to
identify essential amino acid residues.

New proteins arise as a result of the duplication of genes or gene
segments specifying protein domains, followed by their divergence.

archived in publicly available databases.

Key Terms
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. It has been hypothesized that early life-forms used only eight dif-
ferent amino acids to build small peptides. How many different
10-residue peptides could be constructed from eight amino acids?

. If insulin (Fig. 5-1) were treated with mercaptoethanol to break its
disulfide bonds, and then the mercaptoethanol were removed so that
disulfide bonds could re-form, how many different ways could the
two polypeptide chains become linked to each other (assuming that
one or two disulfide bonds can form between the two chains)?

. Which peptide has greater absorbance at 280 nm?
A. Gln-Leu-Glu—Phe-Thr-Leu-Asp-Gly—Tyr
B. Ser—Val-Trp-Asp—Phe-Gly—Tyr—Trp-Ala

. Protein X has an absorptivity of 0.4 mL + mg~' + cm ™" at 280
nm. What is the absorbance at 280 nm of a 2.0 mg + mL™'
solution of protein X? (Assume the light path is 1 cm.)

. You are using ammonium sulfate to purify protein Q (p/ = 5.0)
by salting out from a solution at pH 7.0. How should you ad-

just the pH of the mixture to maximize the amount of protein
Q that precipitates?

. You are trying to purify a protein that is soluble in a solution of
2 M ammonium sulfate. After centrifugation to remove other
proteins that have precipitated at this high salt concentration, you

10.

recover the supernatant to assay the target protein’s activity in a
cell culture system. (a) Explain why the cells die when incubated
with the supernatant. (b) What procedure could you perform to
correct the problem? (Hin#: See Section 2-1D).

(a) In what order would the amino acids Arg, His, and Leu be
eluted from a carboxymethyl column at pH 6? (b) In what or-
der would Glu, Lys, and Val be eluted from a diethylaminoethyl
column at pH 8?

. Explain how you could use a column containing carboxymethyl

groups to separate serum albumin and ribonuclease A (see Table
5-3).

Explain why a certain protein has an apparent molecular mass of
90 kD when determined by gel filtration and 60 kD when deter-
mined by SDS-PAGE in the presence or absence of 2-mercap-
toethanol. Which molecular mass determination is more accurate?

Determine the subunit composition of a protein from the fol-
lowing information:

Molecular mass by gel filtration: 200 kD
Molecular mass by SDS-PAGE: 100 kD

Molecular mass by SDS-PAGE with 2-mercaptoethanol:
40 kD and 60 kD
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11. What fractionation procedure could be used to purify protein 1
from a mixture of three proteins whose amino acid compositions
are as follows?

1. 25% Ala, 20% Gly, 20% Ser, 10% Ile, 10% Val, 5% Asn,
5% Gln, 5% Pro

2. 30% Gln, 25% Glu, 20% Lys, 15% Ser, 10% Cys
3. 25% Asn, 20% Gly, 20% Asp, 20% Ser, 10% Lys, 5% Tyr

All three proteins are similar in size and pZ and there is no

17.

precipitating between 20% and 40% saturation was redissolved in
10 mL. This solution contains 50 mg/mL protein. Ten pL of this
purified fraction catalyzes the reaction at a rate of 0.65 pmol/min.
(a) What is the degree of purification (fold purification)? (b) What
is the percent yield of the enzyme recovered in the purified fraction?
Explain why the dansyl chloride treatment of a single polypep-
tide chain followed by its complete acid hydrolysis yields several
dansylated amino acids.

. ble f X 18. Identify the first residue obtained by Edman degradation of cy-
antibody available for protein 1. tochrome ¢ from (a) Drosophila, (b) baker’s yeast, and (c) wheat

12. Consult Table 5-1 to complete the following: (a) On a plot of germ (see Table 5-6).
absorbance at 280 m versus elutllo.n volume, sketch the results 19 yvou must cleave the following peptide into smaller fragments.
of gel ﬁltratlon of a mixture containing humz.m cyt.ochrome cand Which of the proteases listed in Table 5-4 would be likely to yield
E)lj)ctselilopdla}gle T71RNfASIg(§1}II)IXErEsefaI}1Id identify e'ach Peak. the most fragments? The fewest?

etch the results o - of the same protein mixture
showing the direction of migration and identifying each band. NMTQGRCKPVNTFVHEPLVDVQNVC.FKE

13. Explain why a protein, which has a sedimentation coefficient of 20. You WfSh o d.eterm}ne the sequence of a polypeptide that has the
2.6S when ultracentrifuged in a solution containing 0.1 M NaCl, following amino acid composition.
has a sedimentation coefficient of 4.3S in a solution containing 1Ala 4Arg 2Asn 3Asp 4Cys 3Gly 1Gln 4 Glu
1 M NaCL 1 His 1Lys 1Met 1Phe 2Pro 4 Ser 2Tyr 1Trp

14. A protein has an apparent mass of 800 kD by gel filtration chro- . . . .
matography, but SDS-PAGE shows a single band at a position (2) What is the maximum r.1umb.er of peptides you c.an>exp et if
corresponding to 200 kD. In an ultracentrifuge, will the protein you cleave the polypeptide with cyanogen bromide?
exhibit a sedimentation coefficient corresponding to 200 kD or (b) What is the maximum number of peptides you can expect if
800 kD? you cleave the polypeptide with chymotrypsin?

15. Purification of Myoglobin (Mb). Purification tables are often used (c) Analysis of the intact polypeptide reveals that there are no
to keep track of the yield and purification of a protein. The spe- free sulthydryl groups. How many disulfide bonds are likely
cific activity is a ratio of the amount of the protein of interest, in to be present?
this case Mb, obrained at a given step (umol or enzyme units) di- (d) How many different arrangements of disulfide bonds are
vided by the amount (mg) of total protein. The yield is the ratio possible?
of the amount of the.p rotemn of interest ob.ta.med ava given step Electrospray ionization mass spectrometry (ESI-MS) of proteins
(imol or enzyme units) divided by the original amount present . . .. . .

) . . involves creating positively charged ions of the protein and sep-
in the crude extract, often converted to percent yield by multiply- tine th dine to thei to-ch tio (/2)
ing by 100. The fold purification is the ratio of the specific activ- arating them accon mg o thetr m.a.ss- o-charge 1a 10. -
ity of the purified protein to that of the crude preparation. (a) What causes the different positive charges on different
o . . particles of the protein?
(a) For the purification table below, calculate the specific activ- . ) o .
ity, % yield, and fold purification for the empty cells. (b) The. amino acid composition (in numbers of residues per
(b) Which step—DEAE or affinity chromatography—causes the chain) of hen egg-white lysozyme (HEWL) is as follows:
greatest loss of Mb? P 2 Y 3 N 14 H 1
(c) Which step causes the greater purification of Mb? D 7 M 2 L 8 E 2
(d) If you wanted to use only one purification step, which tech- C 8 R 11 G 12 F 3
nique would you choose? A D I 6 K 6 V 6

16. A 50-mL crude extract of skeletal muscle contains 32 mg of pro-
tein per mL. Ten pL of the extract catalyzes a reaction at a rate of S 10 W T7 Q3
0.14 pmol product formed per minute. The extract was frac- What is the maximum positive charge that can be present on a
tionated by ammonium sulfate precipitation, and the fraction HEWL ion?

Purification Table for Problem 15

Specific Activity

Step Total Protein (mg)  Mb (umol) (wmol Mb/mg Total Protein) % Yield Fold Purification

1. Crude extract 1550 0.75 100 1

2. DEAE-cellulose chromatography 550 0.35

3. Affinity chromatography 5.0 0.28
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Relative abundance (%)

23.

24.

25.

26.

. (a) The ESI-MS spectrum below was obtained for HEWL. Using
peaks 5 and 6, calculate the molecular mass of HEWL (see
Sample Calculation 5-1).

100 1 1590.6 6

1789.2

4
L 1431.6
7
2044.6
1000 1200 1400 1600 1800 2000 2200

m/z

[Spectrum obtained from
heep://www.astbury.leeds.ac.uk/facil/MStut/mstutorial.htm]

(b) What is the charge on the ion that makes peak 5?

You wish to determine the sequence of a short peprtide.
Cleavage with trypsin yields three smaller peptides with the
sequences Leu—Glu, Gly-Tyr—Asn—Arg, and Gln—Ala—Phe-
Val-Lys. Cleavage with chymotrypsin yields three peptides
with the sequences Gln-Ala—Phe, Asn—Arg-Leu—Glu, and
Val-Lys—Gly—Tyr. What is the sequence of the intact peptide?
Separate cleavage reactions of a polypeptide by CNBr and chy-
motrypsin yield fragments with the following amino acid se-
quences. What is the sequence of the intact polypeptide?

CNBr treatment

1. Arg-Ala-Tyr-Gly-Asn
2. Leu—Phe-Met

3. Asp—Met
Chymotrypsin

4. Met—Arg—Ala—Tyr

5. Asp—Met—Leu—Phe

6. Gly-Asn

Treatment of a polypeptide with 2-mercaptoethanol yields two
polypeptides:

1. Ala—Val-Cys—Arg—Thr-Gly—Cys—Lys—Asn—Phe-Leu

2. Tyr-Lys—Cys—Phe—Arg—His—Thr—Lys—Cys—Ser

Treatment of the intact polypeptide with trypsin yields fragments
with the following amino acid compositions:

(Ala, Arg, Cys,, Ser, Val)

(Arg, Cys,, Gly, Lys, Thr, Phe)

(Asn, Leu, Phe)

(His, Lys, Thr)

(Lys, Tyr)

Indicate the positions of the disulfide bonds in the intact
polypeptide.

You wish to sequence the light chain of a protease inhibitor from
the Brassica nigra plant. Cleavage of the light chain by trypsin

NV AW

27.

28.

29.

30.
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and chymotrypsin yields the following fragments. What is the
sequence of the light chain?

Chymotrypsin

1. Leu-His-Lys—Gln—Ala—Asn—Gln—Ser-Gly-Gly-Gly—

Pro—Ser

2. Gln-GIn-Ala-GIn-His-Leu-Arg—Ala—Cys—Gln—Gln-Trp

3. Arg-lle-Pro-Lys—Cys—Arg—Lys—Phe

Trypsin

Arg

. Ala—Cys—Gln—GIn-Trp-Leu—His—Lys

Cys—Arg

Gln-Ala—Asn—Gln-Ser—Gly—Gly—Gly—Pro—Ser

. Phe-GIn-Gln—Ala—GIln-His-Leu—Arg

. Ile-Pro-Lys

10.

In site-directed mutagenesis experiments, Gly is often successfully
substituted for Val, but Val can rarely substitute for Gly. Explain.

0 e N A

Lys

Below is a list of the first 10 residues of the B helix in myoglo-
bin from different organisms.

Position 1 2 3 4 5 6 7 8 9 10
Human D I P G H G Q E V L
Chicken D I A G H G H E V L
Alligator K L P E H G H E V I
Turtle D L §S A H G Q E V I
Tuna D Y T T M G G L V L
Carp D F E G T G G E V L

Based on this information, which positions (a) appear unable to
tolerate substitutions, (b) can tolerate conservative substitution,
and (c) are highly variable?

Sketch a phylogenetic tree for the family of homologous proteins
whose partial sequences are given below.

Protein A TL A DI K ATI SL HDS
Protein B TL GDI K AV ST HE S
Protein C TL A DI KATI SV HD S
Draw a different phylogenetic tree based on the data in Problem 29.

=@ NIS@ISNVVANRI®IS] v wiley.com/college/voet

Project 2 Using Databases to Compare and
Identify Related Protein Sequences

1.

Obtaining Sequences from BLAST. Using a known protein se-
quence, find and retrieve the sequences of related proteins from
other organisms.

. Multiple Sequence Alignment. Examine the various sequences

for similarities.

. Phylogenetic Trees. Set up and interpret phylogenetic trees to

explore the evolutionary relationships between related protein
sequences.

. One-Dimensional Electrophoresis. Perform an SDS-PAGE

electrophoresis simulation with known and unknown proteins.

. Two-Dimensional Electrophoresis. Explore the predicted

and observed electrophoretic parameters (p/, molecular mass,
and fragmentation pattern) for a known protein.
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CASE STUDY

Case 2 Histidine—Proline-Rich Glycoprotein as a
Plasma pH Sensor

Focus concept: A histidine—proline-rich glycoprotein may serve as
a plasma sensor and regulate local pH in extracellular fluid during
ischemia or metabolic acidosis.

www.wiley.com/college/voet

Prerequisites: Chapters 4 and 5
* Acidic/basic properties of amino acids
e Amino acid structure and protein structure
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The outer shell of the rhinovirus, cause of the common cold, consists of 60 copies
each of three proteins (colored red, blue, and green), which self-assemble to form a
300-A-diameter capsule that encloses the viral genome. [Image generated by the Virus
Particle Explorer (http://viperdb.scripps.edu); based on an X-ray structure by Verdaguer N,
Blaas D, and Fita I.; Institut de Biologia de Barcelona, Spain. PDBid 1FPN]

For many years, it was thought that proteins were colloids of random structure
and that the enzymatic activities of certain crystallized proteins were due to un-
known entities associated with an inert protein carrier. In 1934, J.D. Bernal and
Dorothy Crowfoot Hodgkin showed that a crystal of the protein pepsin yielded
a discrete diffraction pattern when placed in an X-ray beam. This result pro-
vided convincing evidence that pepsin was not a random colloid but an ordered
array of atoms organized into a large yet uniquely structured molecule.

Even relatively small proteins contain thousands of atoms, almost all of
which occupy definite positions in space. The first X-ray structure of a protein,
that of sperm whale myoglobin, was reported in 1958 by John Kendrew and
co-workers. At the time—only 5 years after James Watson and Francis Crick
had elucidated the simple and elegant structure of DNA (Section 3-2B)—
protein chemists were chagrined by the complexity and apparent lack of
regularity in the structure of myoglobin. In retrospect, such irregularity seems
essential for proteins to fulfill their diverse biological roles. However, compar-
isons of the nearly 80,000 protein structures now known have revealed that
proteins actually exhibit a remarkable degree of structural regularity.

As we saw in Section 5-1, the primary structure of a protein is its linear
sequence of amino acids. In discussing protein structure, three further levels
of structural complexity are customarily invoked:

* Secondary structure is the local spatial arrangement of a polypeptide’s
backbone atoms without regard to the conformations of its side chains.

* Tertiary structure refers to the three-dimensional structure of an entire
polypeptide, including its side chains.

1 Secondary Structure

A The Planar Peptide Group Limits Polypeptide
Conformations

B The Most Common Regular Secondary
Structures Are the a Helix and the B Sheet

C Fibrous Proteins Have Repeating Secondary
Structures

D Most Proteins Include Nonrepetitive Structure

2 Tertiary Structure

A Most Protein Structures Are Determined by
X-Ray Crystallography or Nuclear Magnetic
Resonance

B Side Chain Location Varies with Polarity

C Tertiary Structures Contain Combinations of
Secondary Structure

D Structure Is Conserved More than Sequence

E Structural Bioinformatics Provides Tools for
Storing, Visualizing, and Comparing Protein
Structural Information

3 Quaternary Structure and Symmetry

4 Protein Stability
A Proteins Are Stabilized by Several Forces
B Proteins Can Undergo Denaturation
and Renaturation
C Proteins Are Dynamic

5 Protein Folding
A Proteins Follow Folding Pathways
B Molecular Chaperones Assist Protein Folding
C Some Diseases Are Caused by
Protein Misfolding

127
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Chapter 6 Proteins: Three-Dimensional Structure

* Many proteins are composed of two or more polypeptide chains, loosely
referred to as subunits. A protein’s quaternary structure refers to the
spatial arrangement of its subunits.

The four levels of protein structure are summarized in Fig. 6-1.

In this chapter, we explore secondary through quaternary structure,
including examples of proteins that illustrate each of these levels. We also dis-
cuss the process of protein folding and the forces that stabilize folded proteins.

1 Secondary Structure

KEY CONCEPTS

...............................................................................................................

* The planar character of the peptide group limits the conformational flexibility of
the polypeptide chain.

* The «a helix and the B sheet allow the polypeptide chain to adopt favorable ¢ and
s angles and to form hydrogen bonds.

» Fibrous proteins contain long stretches of regular secondary structure, such as
the coiled coils in o keratin and the triple helix in collagen.

* Not all polypeptide segments form regular secondary structure such as o helices
or B sheets.

Protein secondary structure includes the regular polypeptide folding patterns
such as helices, sheets, and turns. However, before we discuss these basic struc-
tural elements, we must consider the geometric properties of peptide groups,
which underlie all higher order structures.

A The Planar Peptide Group Limits Polypeptide Conformations

Recall from Section 4-1B that a polypeptide is a polymer of amino acid
residues linked by amide (peptide) bonds. In the 1930s and 1940s, Linus

(@) —Lys— Ala-His - Gly — Lys — Lys — Val — Leu — Gly — Ala —
Primary structure (amino acid sequence in a polypeptide chain)

l

Secondary
structure
(helix)

Tertiary structure: Quaternary structure:
one complete protein chain the four separate chains ©
(B chain of hemoglobin) of hemoglobin assembled &"."g

into an oligomeric protein

FIG. 6-1 Levels of protein structure. (a) Primary structure, (b) secondary structure,
(c) tertiary structure, and (d) quaternary structure. [lllustration, Irving Geis. Image from the
Irving Geis Collection/Howard Hughes Medical Institute. Rights owned by HHMI.
Reproduction by permission onlyl]
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Peptide bond

Pauling and Robert Corey determined the X-ray structures of several amino
acids and dipeptides in an effort to elucidate the conformational constraints
on a polypeptide chain. These studies indicated that #he peptide group has a
rigid, planar structure as a consequence of resonance interactions that give the

peptide bond ~40% double-bond character:
i T

This explanation is supported by the observations that a peptide group’s C—N
bond is 0.13 A shorter than its N—C,, single bond and that its C=0 bond
is 0.02 A longer than that of aldehydes and ketones. The planar conforma-
tion maximizes w-bonding overlap, which accounts for the peptide group’s
rigidity.

Peptide groups, with few exceptions, assume the trans conformation, in
which successive C, atoms are on opposite sides of the peptide bond joining
them (Fig. 6-2). The cis conformation, in which successive C, atoms are on
the same side of the peptide bond, is ~8 kJ * mol ™" less stable than the trans
conformation because of steric interference between neighboring side chains.
However, this steric interference is reduced in peptide bonds to Pro residues,
so ~10% of the Pro residues in proteins follow a cis peptide bond.

Torsion Angles between Peptide Groups Describe Polypeptide Chain
Conformations. The backbone or main chain of a protein refers to the
atoms that participate in peptide bonds, ignoring the side chains of the amino
acid residues. The backbone can be drawn as a linked sequence of rigid pla-
nar peptide groups (Fig. 6-3). The conformation of the backbone can therefore
be described by the torsion angles (also called dihedral angles or rotation
angles) around the Cm—N bond (p) and the C,—C bond () of each residue

£ Side chain

Main chain

FIG. 6-3 Extended conformation of a polypeptide. The backbone is shown as a
series of planar peptide groups. [lllustration, Irving Geis. Image from the Irving Geis
Collection/Howard Hughes Medical Institute. Rights owned by HHMI. Reproduction by
permission only]
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FIG. 6-2 The trans peptide group. The
bond lengths (in angstroms) and angles (in
degrees) are derived from X-ray crystal
structures. [After Marsh, R.E. and Donohue, J.,
Adv. Protein Chem. 22, 249 (1967).] @ See
Kinemage Exercise 3-1.
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FIG. 6-4 Torsion angles of the
polypeptide backbone. Two planar peptide
groups are shown. The only reasonably free
movements are rotations around the C,—N
bond (measured as ¢) and the C,—C bond
(measured as ). By convention, both ¢ and s
are 180° in the conformation shown and

increase, as indicated, when the peptide plane is
rotated in the clockwise direction as viewed from
Ce [lllustration, Irving Geis. Image from the Irving
Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction
by permission only.] @) See Kinemage
Exercise 3-1.

Amide plane

o-Carbon

Side group

Amide plane

(Fig. 6-4). These angles, ¢ and s, are both defined as 180° when the
polypeptide chain is in its fully extended conformation and increase clock-
wise when viewed from C,.

The conformational freedom and therefore the torsion angles of a
polypeptide backbone are sterically constrained. Rotation around the C,—N
and C,—C bonds to form certain combinations of ¢ and s angles will cause
the amide hydrogen, the carbonyl oxygen, or the substituents of C, of adja-
cent residues to collide (e.g., Fig. 6-5). Certain conformations of longer
polypeptides can similarly produce collisions between residues that are far apart
in sequence.

The Ramachandran Diagram Indicates Allowed Conformations of
Polypeptides. The sterically allowed values of ¢ and { can be calculated.
Sterically forbidden conformations, such as the one shown in Fig. 6-5, have
¢ and s values that would bring atoms closer than the corresponding van der
Waals distance (the distance of closest contact between nonbonded atoms).
Such information is summarized in a Ramachandran diagram (Fig. 6-6),
which is named after its inventor, G. N. Ramachandran.

FIG. 6-5 Steric interference between adjacent peptide groups. Rotation can result
in a conformation in which the amide hydrogen of one residue and the carbonyl oxygen of
the next are closer than their van der Waals distance. [lllustration, Irving Geis. Image from
the Irving Geis Collection/Howard Hughes Medical Institute. Rights owned by HHMI.
Reproduction by permission only] @ See Kinemage Exercise 3-1.
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FIG. 6-6 The Ramachandran diagram. The blue-shaded regions indicate the sterically
allowed ¢ and ¥ angles for all residues except Gly and Pro. The green-shaded regions
indicate the more crowded (outer limit) ¢ and ¥ angles. The yellow circles represent
conformational angles of several secondary structures: «, right-handed « helix; ™, parallel B
sheet; N, antiparallel B sheet; C, collagen helix; a, left-handed a helix.

Most areas of the Ramachandran diagram (most combinations of ¢ and
) represent forbidden conformations of a polypeptide chain. Only three small
regions of the diagram are physically accessible to most residues. The observed
¢ and s values of accurately determined structures nearly always fall within
these allowed regions of the Ramachandran plot. There are, however, some
notable exceptions:

1. The cyclic side chain of Pro limits its range of ¢ values to angles of
around —60°, making it, not surprisingly, the most conformationally
restricted amino acid residue.

2. Gly, the only residue without a Cg atom, is much less sterically hin-
dered than the other amino acid residues. Hence, its permissible range
of & and s covers a larger area of the Ramachandran diagram. At Gly
residues, polypeptide chains often assume conformations that are for-
bidden to other residues.

B The Most Common Regular Secondary Structures Are the
« Helix and the (3 Sheet

A few elements of protein secondary structure are so widespread that they are
immediately recognizable in proteins with widely differing amino acid
sequences. Both the o helix and the B sheet are such elements; they are called
regular secondary structures because they are composed of sequences of
residues with repeating ¢ and s values.

The a Helix Is a Coil. Only one polypeptide helix has both a favorable
hydrogen bonding pattern and ¢ and ¢ values that fall within the fully allowed
regions of the Ramachandran diagram: the a helix. Its discovery by Linus
Pauling in 1951, through model building, ranks as one of the landmarks of
structural biochemistry (Box 6-1).
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See Guided Exploration 6
Stable helices in proteins: the a helix

...........................................................



Box 6-1 Pathways of
Discovery

Linus Pauling (1901-1994) Linus
Pauling, the only person to have been
awarded two unshared Nobel prizes, is
clearly the dominant figure in twentieth-
century chemistry and one of the
greatest scientific figures of all time. He
received his B.Sc. in chemical engineering
from Oregon Agricultural College (now
Oregon State University) in 1922 and his
Ph.D. in chemistry from the California
Institute of Technology in 1925, where he
spent most of his career.

The major theme throughout Pauling’s long scientific life was
the study of molecular structures and the nature of the chemical
bond. He began this career by using the then recently invented
technique of X-ray crystallography to determine the structures of
simple minerals and inorganic salts. At that time, methods for
solving the phase problem (Box 7-2) were unknown, so X-ray
structures could only be determined using trial-and-error
techniques. This limited the possible molecules that could be
effectively studied to those with few atoms and high symmetry
such that their atomic coordinates could be fully described by only
a few parameters (rather than the three-dimensional coordinates
of each of its atoms). Pauling realized that the positions of atoms
in molecules were governed by fixed atomic radii, bond distances,
and bond angles and used this information to make educated
guesses about molecular structures. This greatly extended the
complexity of the molecules whose structures could be
determined.

In his next major contribution, occurring in 1931, Pauling
revolutionized the way that chemists viewed molecules by applying
the then infant field of quantum mechanics to chemistry. Pauling
formulated the theories of orbital hybridization, electron-pair
bonding, and resonance and thereby explained the nature of
covalent bonds. This work was summarized in his highly influential
monograph, The Nature of the Chemical Bond, which was first
published in 1938.

In the mid-1930s, Pauling turned his attention to biological
chemistry. He began these studies in collaboration with his
colleague, Robert Corey, by determining the X-ray structures of
several amino acids and dipeptides. At that time, the X-ray
structural determination of even such small molecules required
around a year of intense effort, largely because the numerous
calculations required to solve a structure had to be made by hand
(electronic computers had yet to be invented). Nevertheless, these
studies led Pauling and Corey to the conclusions that the peptide
bond is planar, which Pauling explained from resonance
considerations (Section 6-1A), and that hydrogen bonding plays a
central role in maintaining macromolecular structures.

In the 1940s, Pauling made several unsuccessful attempts to
determine whether polypeptides have any preferred conformations.
Then, in 1948, while visiting Oxford University, he was confined to
bed by a cold. He eventually tired of reading detective stories and
science fiction and again turned his attention to proteins. By
folding drawings of polypeptides in various ways, he discovered
the a helix, whose existence was rapidly confirmed by X-ray

Linus Pauling and Structural Biochemistry

studies of a keratin (Section 6-1C). This work was reported in
1961, and later that year Pauling and Corey also proposed both
the parallel and antiparallel 8 pleated sheets. For these ground-
breaking insights, Pauling received the Nobel Prize in Chemistry
in 1954, although a helices and B sheets were not actually
visualized until the first X-ray structures of proteins were
determined, five to ten years later.

Pauling made numerous additional pioneering contributions to
biological chemistry, most notably that the heme group in
hemoglobin changes its electronic state on binding oxygen
(Section 7-1A), that vertebrate hemoglobins are aoBo
heterotetramers (Section 7-1B), that the denaturation of proteins
is caused by the unfolding of their polypeptide chains, that sickle-
cell anemia is caused by a mutation in the B chain of normal
adult hemoglobin (the first so-called molecular disease to be
characterized; Section 7-1E), that molecular complementarity plays
an important role in antibody—antigen interactions (Section 7-3B)
and by extension all macromolecular interactions, that enzymes
catalyze reactions by preferentially binding their transition states
(Section 11-3E), and that the comparison of the sequences of the
corresponding proteins in different organisms yields evolutionary
insights (Section 5-4).

Pauling was also a lively and stimulating lecturer who for many
years taught a general chemistry course [which one of the authors
of this textbook (DV) had the privilege of taking]. His textbook,
General Chemistry, revolutionized the way that introductory
chemistry was taught by presenting it as a subject that could be
understood in terms of atomic physics and molecular structure.
For a book of such generality, an astounding portion of its subject
matter had been elucidated by its author. Pauling's amazing grasp
of chemistry was demonstrated by the fact that he dictated each
chapter of the textbook in a single sitting.

By the late 1940s, Pauling became convinced that the
possibility of nuclear war posed an enormous danger to humanity
and calculated that the radioactive fallout from each aboveground
test of a nuclear bomb would ultimately cause cancer in thousands
of people. He therefore began a campaign to educate the public
about the hazards of bomb testing and nuclear war. The political
climate in the United States at the time was such that the
government considered Pauling to be subversive and his passport
was revoked (and only returned two weeks before he was to leave
for Sweden to receive his first Nobel prize). Nevertheless, Pauling
persisted in this campaign, which culminated, in 1962, with the
signing of the first Nuclear Test Ban Treaty. For his efforts, Pauling
was awarded the 1962 Nobel Peace Prize.

Pauling saw science as the search for the truth, which included
politics and social causes. In his later years, he became a
vociferous promoter of what he called orthomolecular medicine,
the notion that large doses of vitamins could ward off and cure
many human diseases, including cancer. In the best known
manifestation of this concept, Pauling advocated taking large
doses of vitamin C to prevent the common cold and lessen its
symptoms, advice still followed by millions of people, although the
medical evidence supporting this notion is scant. It should be
noted, however, that Pauling, who followed his own advice,
remained active until he died in 1994 at the age of 93.
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FIG. 6-7 The a helix. This right-handed helical conformation has 3.6 residues
per turn. Dashed lines indicate hydrogen bonds between C=0 groups and N—H
groups that are four residues farther along the polypeptide chain. [lllustration, Irving
Geis. Image from the Irving Geis Collection/Howard Hughes Medical Institute.
Rights owned by HHMI. Reproduction by permission only.] € See Kinemage
Exercise 3-2 and the Animated Figures.

“2| How many amino acid residues are in this helix? How many intrachain
hydrogen bonds?

RVInG
Geis

The o helix (Fig. 6-7) is right-handed; that is, it turns in the direction
that the fingers of a right hand curl when its thumb points in the direction
that the helix rises (Fig. 3-7). The o helix has 3.6 residues per turn and a
pitch (the distance the helix rises along its axis per turn) of 5.4 A. The « he-

lices of proteins have an average length of ~12 residues, which corresponds FIG- 6-8  Space-filling model of an «

to over three helical turns. and a length of ~18 A. helix. The backbone atoms are colored according
In the o helix, the backbone hydrogen bonds are arranged such that the pep- J\[/Shit’ilgeThWeltZigegcr:aei:YsN(gg/L‘J:;, Ororzccjj[ ngda Hfrom
tide C=0 bond of the nth residue points along the helix axis toward the peptide R o Pro) /
. . . the helix. This « helix is a segment of sperm
N—H group of the (n + 4)th residue. This results in a strong hydrogen bond

. . ; AU . whale myoglobin. [Based on an X-ray structure
that has the nearly optimum N---O distance of 2.8 A. Amino acid side chains by lime Schlichting, Max Planck Institut fir

project outward and downward from the helix (Fig. 6-8), thereby avoiding olekulare Physiologie, Dortmund, Germany.
steric interference with the polypeptide backbone and with each other. The core  PDBid 1A6M (for the definition of “PDBId” see
of the helix is tightly packed; that is, its atoms are in van der Waals contact.  Section 6-2E)]
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FIG. 6-9 B Sheets. Dashed lines indicate
hydrogen bonds between polypeptide strands.
Side chains are omitted for clarity. (a) An
antiparallel § sheet. (b) A parallel B sheet.
[llustration, Irving Geis. Image from the Irving
Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction
by permission only] @) See Kinemage
Exercise 3-3 and the Animated Figures.

...................... PLUS ......................

See Guided Exploration 7
Hydrogen bonding in B sheets

...........................................................

(a) Antiparallel

B Sheets Are Formed from Extended Chains. In 1951, the same year
Pauling proposed the o helix, Pauling and Corey postulated the existence of
a different polypeptide secondary structure, the B sheet. Like the a helix, the
B sheet uses the full hydrogen-bonding capacity of the polypeptide backbone.
In B sheets, however, hydrogen bonding occurs between neighboring polypeptide
chains rather than within one as in an « helix.

Sheets come in two varieties:

1. The antiparallel  sheet, in which neighboring hydrogen-bonded
polypeptide chains run in opposite directions (Fig. 6-94).

2. The parallel 8 sheet, in which the hydrogen-bonded chains extend in
the same direction (Fig. 6-96).

The conformations in which these B structures are optimally hydrogen bonded
vary somewhat from that of the fully extended polypeptide shown in Fig. 6-3.
They therefore have a rippled or pleated edge-on appearance (Fig. 6-10) and
for that reason are sometimes called “pleated sheets.” Successive side chains of
a polypeptide chain in a B sheet extend to opposite sides of the sheet with a
two-residue repeat distance of 7.0 A.

B Sheets in proteins contain 2 to as many as 22 polypeptide strands, with
an average of 6 strands. Each strand may contain up to 15 residues, the average
being 6 residues. A seven-stranded antiparallel 3 sheet is shown in Fig. 6-11.

Parallel B sheets containing fewer than five strands are rare. This observa-
tion suggests that parallel 3 sheets are less stable than antiparallel B sheets,
possibly because the hydrogen bonds of parallel sheets are distorted compared
to those of the antiparallel sheets (Fig. 6-9). B Sheets containing mixtures of
parallel and antiparallel strands frequently occur.
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FIG. 6-10 Pleated appearance of a § sheet. Dashed lines indicate hydrogen bonds. The R groups
(purple) on each polypeptide chain alternately extend to opposite sides of the sheet and are in register
on adjacent chains. [lllustration, Irving Geis. Image from the Irving Geis Collection/Howard Hughes
Medical Institute. Rights owned by HHMI. Reproduction by permission only.]
e See Kinemage Exercise 3-3.

“2| How many residues are in this B sheet? How many interchain hydrogen bonds?

B Sheets almost invariably exhibit a pronounced right-handed twist when
viewed along their polypeptide strands (Fig. 6-12). Conformational energy
calculations indicate that the twist is a consequence of interactions between
chiral L-amino acid residues in the extended polypeptide chains. The twist dis-
torts and weakens the B sheet’s interchain hydrogen bonds. The geometry of
a particular 3 sheet is thus a compromise between optimizing the conforma-
tional energies of its polypeptide chains and preserving its hydrogen bonding.

The topology (connectivity) of the polypeptide strands in a B sheet can
be quite complex. The connection between two antiparallel strands may be

FIG. 6-11 Space-filling model of a  sheet. The backbone
atoms are colored according to type with C green, N blue, O red, and
H white. The R groups are represented by large magenta spheres.
This seven-stranded antiparallel B sheet, which is shown with its
polypeptide strands approximately horizontal, is from the jack bean
protein concanavalin A. [Based on an X-ray structure by Gerald
Edelman, The Rockefeller University. PDBid 2CNA.] e See Kinemage
Exercise 3-3.

FIG. 6-12 X-Ray structure of bovine carboxypeptidase A. The
polypeptide backbone is drawn in ribbon form with « helices depicted as cyan
coils, the strands of the B sheet represented by green arrows pointing toward
the C-terminus, and its remaining portions portrayed by orange worms. Side
chains are not shown. The eight-stranded B sheet forms a saddle-shaped
curved surface with a right-handed twist. [Based on an X-ray structure by William
Lipscomb, Harvard University. PDBid 3CPA]
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(@) (b)

FIG. 6-13 Connections between adjacent
strands in B sheets. (a) Antiparallel strands
may be connected by a small loop. (b) Parallel
strands require a more extensive crossover
connection. [After Richardson, J.S.,, Adv. Protein
Chem. 34, 196 (1981).]

FIG. 6-14 Reverse turns in polypeptide
chains. Dashed lines represent hydrogen bonds.
(a) Type I. (b) Type Il [lllustration, Irving Geis.
Image from the Irving Geis Collection/Howard
Hughes Medical Institute. Rights owned by
HHMI. Reproduction by permission only.] €9 See
Kinemage Exercise 3-4.

just a small loop (Fig. 6-134), but the link between tandem parallel strands
must be a crossover connection that is out of the plane of the B sheet
(Fig. 6-134). The connecting link in either case can be extensive, often con-
taining helices (e.g., Fig. 6-12).

Turns Connect Some Units of Secondary Structure. Polypeptide segments
with regular secondary structure such as o helices or the strands of 3 sheets are
often joined by stretches of polypeptide that abruptly change direction. Such
reverse turns or [3 bends (so named because they often connect successive
strands of antiparallel 8 sheets; Fig. 6-134) almost always occur at protein sur-
faces. They usually involve four successive amino acid residues arranged in one
of two ways, Type I and Type I, that differ by a 180° flip of the peptide unit
linking residues 2 and 3 (Fig. 6-14). Both types of turns are stabilized by a
hydrogen bond, although deviations from these ideal conformations often dis-
rupt this hydrogen bond. In Type II turns, the oxygen atom of residue 2 crowds
the Cg atom of residue 3, which is therefore usually Gly. Residue 2 of either
type of turn is often Pro since it can assume the required conformation.

C Fibrous Proteins Have Repeating Secondary Structures

Proteins have historically been classified as either fibrous or globular, depend-
ing on their overall morphology. This dichotomy predates methods for deter-
mining protein structure on an atomic scale and does not do justice to proteins
that contain both stiff, elongated, fibrous regions as well as more compact,
highly folded, globular regions. Nevertheless, the division helps emphasize the
properties of fibrous proteins, which often have a protective, connective, or
supportive role in living organisms. The two well-characterized fibrous pro-
teins we discuss here—keratin and collagen—are highly elongated molecules
whose shapes are dominated by a single type of secondary structure. They are
therefore useful examples of these structural elements.

o Keratin Is a Coiled Coil. Keratin is a mechanically durable and relatively
unreactive protein that occurs in all higher vertebrates. It is the principal com-
ponent of their horny outer epidermal layer and its related appendages such
as hair, horn, nails, and feathers. Keratins have been classified as either o ker-
atins, which occur in mammals, or 8 keratins, which occur in birds and reptiles.

(a) Typel (b) Typell




FIG. 6-15 A coiled coil. (a) View down the coil axis showing the alignment of
nonpolar residues along one side of each a helix. The helices have the pseudorepeating
sequence a-b-c-d-e-f-g in which residues a and d are predominately nonpolar. [After
McLachlan, AD. and Stewart, M., J. Mol. Biol. 98, 295 (1975).] (b) Side view of the
polypeptide backbones in stick form (leff) and of the entire polypeptides in space-filling
form (right). The atoms are colored according to type with C green in one chain and cyan
in the other, N blue, O red, and S yellow. The 81-residue chains are parallel with their
N-terminal ends above. Note that in the space-filing model the side chains of the two
polypeptides contact each other. This coiled coil is a portion of the muscle protein
tropomyosin (Section 7-2A). [Based on an X-ray structure by Carolyn Cohen, Brandeis
University. PDBIid 11C2.] € See Kinemage Exercises 4-1 and 4-2.

Humans have over 50 keratin genes that are expressed in a tissue-specific
manner.

The X-ray diffraction pattern of o keratin resembles that expected for an
o helix (hence the name o keratin). However, o keratin exhibits a 5.1-A spac-
ing rather than the 5.4-A distance corresponding to the pitch of the a helix.
This discrepancy is the result of rwo a keratin polypeptides, each of which forms
an « helix, twisting around each other to form a lefi-handed coil. The normal
5.4-A repeat distance of each a helix in the pair is thereby tilted relative to the
axis of this assembly, yielding the observed 5.1-A spacing. The assembly is said
to have a coiled coil structure because each « helix itself follows a helical path.

The conformation of o keratin’s coiled coil is a consequence of its pri-
mary structure: The central ~310-residue segment of each polypeptide chain
has a 7-residue pseudorepeat, a-b-c-d-e-f-g, with nonpolar residues predomi-
nating at positions « and 4. Since an a helix has 3.6 residues per turn, a ker-
atin’s « and 4 residues line up along one side of each a helix (Fig. 6-154).
The hydrophobic strip along one helix associates with the hydrophobic strip
on another helix. Because the 3.5-residue repeat in o keratin is slightly smaller
than the 3.6 residues per turn of a standard a helix, the two keratin helices
are inclined about 18° relative to one another, resulting in the coiled coil
arrangement (Fig. 6-154). Coiled coils also occur in numerous other proteins,
some of which are globular rather than fibrous.

The higher order structure of a keratin is not well understood. The
N- and C-terminal domains of each polypeptide facilitate the assembly of
coiled coils (dimers) into protofilaments, two of which constitute a protofib-
ril (Fig. 6-16). Four protofibrils constitute a microfibril, which associates with
other microfibrils to form a macrofibril. A single mammalian
hair consists of layers of dead cells, each of which is packed
with parallel macrofibrils.

a Keratin is rich in Cys residues, which form disulfide
bonds that cross-link adjacent polypeptide chains. The o ker-
atins are classified as “hard” or “soft” according to whether
they have a high or low sulfur content. Hard keratins, such as
those of hair, horn, and nail, are less pliable than soft keratins,
such as those of skin and callus, because the disulfide bonds
resist deformation. The disulfide bonds can be reductively
cleaved by disulfide interchange with mercaptans (Section 5-
3A). Hair so treated can be curled and set in a “permanent  cierminal
wave” by applying an oxidizing agent that reestablishes the tails
disulfide bonds in the new “curled” conformation. Conversely,
curly hair can be straightened by the same process.

(a) Dimer (b) Protofilament (c) Microfibril

N-terminal
heads

Coiled
coil rod

11JQ110104d.

FIG. 6-16 Higher order a keratin structure. (a) Two keratin polypeptides form a
dimeric coiled coil. (b) Protofilaments are formed from two staggered rows of head-to-tail
associated coiled coils. (¢) Protofilaments dimerize to form a protofibril, four of which form
a microfibril. The structures of the latter assemblies are poorly characterized.




138
Chapter 6 Proteins: Three-Dimensional Structure

FIG. 6-17 The collagen triple helix.
Left-handed polypeptide helices are twisted
together to form a right-handed superhelical
structure. [lllustration, Irving Geis. Image from the
Irving Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction
by permission only.]

The springiness of hair and wool fibers is a consequence of the coiled coil’s
tendency to recover its original conformation after being untwisted by stretch-
ing. If some of its disulfide bonds have been cleaved, however, an a keratin
fiber can be stretched to over twice its original length. At this point, the
polypeptide chains assume a 3 sheet conformation. 3 Keratin, such as that in
feathers, exhibits a B-like pattern in its native state.

Collagen Is a Triple Helix. Collagen, which occurs in all multicellular ani-
mals, is the most abundant vertebrate protein. Its strong, insoluble fibers are
the major stress-bearing components of connective tissues such as bone, teeth,
cartilage, tendon, and the fibrous matrices of skin and blood vessels. A single
collagen molecule consists of three polypeptide chains. Vertebrates have 46 ge-
netically distinct polypeptide chains that are assembled into 28 collagen vari-
eties found in different tissues in the same individual. One of the most
common collagens, called Type I, consists of two o;(I) chains and one o, (I)
chain. It has a molecular mass of ~285 kD, a width of ~14 A, and a length
of ~3000 A.

Collagen has a distinctive amino acid composition: Nearly one-third of its
residues are Gly; another 15 to 30% of its residues are Pro and 4-hydroxypro-
Iyl (Hyp). 3-Hydroxyprolyl and 5-hydroxylysyl (Hyl) residues also occur in
collagen, but in smaller amounts.

i
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C— C—
N / N / CHy
N CH N CH I
1 2 1 2 CH,
/ H g
H,C S 3 CH, H,C S 3¢ Ho—oH
NS N4 o
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HO H NH;
4-Hydroxyprolyl residue 3-Hydroxyprolyl 5-Hydroxylysyl
(Hyp) residue residue (Hyl)

These nonstandard residues are formed after the collagen polypeptides are syn-
thesized. For example, Pro residues are converted to Hyp in a reaction cat-
alyzed by prolyl hydroxylase. This enzyme requires ascorbic acid (vitamin C)
to maintain its activity. The disease scurvy results from the dietary deficiency
of vitamin C (Box 6-2).

Ascorbic acid (vitamin C)

The amino acid sequence of a typical collagen polypeptide consists of
monotonously repeating triplets of sequence Gly-X-Y over a segment of ~1000
residues, where X is often Pro and Y is often Hyp. Hyl sometimes appears at
the Y position. Collagen’s Pro residues prevent it from forming an o helix (Pro
residues cannot assume the o-helical backbone conformation and lack the
backbone N—H groups that form the intrahelical hydrogen bonds shown in
Fig. 6-7). Instead, the collagen polypeptide assumes a left-handed helical confor-
mation with about three residues per turn. Three parallel chains wind around
each other with a gentle, right-handed, ropelike twist to form the triple-helical
structure of a collagen molecule (Fig. 6-17).

This model of the collagen structure has been confirmed by Barbara
Brodsky and Helen Berman, who determined the X-ray crystal structure of a
collagen-like model polypeptide. Every third residue of each polypeptide chain



Box 6-2 Biochemistry :
in Health and Disease :
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Some collagen diseases have dietary causes. In scurvy (caused by
vitamin C deficiency), Hyp production decreases because prolyl
hydroxylase requires vitamin C. Thus, in the absence of vitamin C,
newly synthesized collagen cannot form fibers properly, resulting in
skin lesions, fragile blood vessels, poor wound healing, and, ulti-
mately, death. Scurvy was common in sailors whose diets were
devoid of fresh foods on long voyages. The introduction of limes
to the diet of the British navy by the renowned explorer Captain
James Cook alleviated scurvy and led to the nickname “limey” for
the British sailor.

The disease lathyrism is caused by regular ingestion of the
seeds from the sweet pea Lathyrus odoratus, which contain a
compound that specifically inactivates lysyl oxidase (see below).
The resulting reduced cross-linking of collagen fibers produces
serious abnormalities of the bones, joints, and large blood vessels.

Several rare heritable disorders of collagen are known. Muta-
tions of Type | collagen, which constitutes the major structural
protein in most human tissues, usually result in osteogenesis
imperfecta (brittle bone disease). The severity of this disease
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Collagen Diseases

varies with the nature and position of the mutation: Even a single
amino acid change can have lethal consequences. For example,
the central Gly — Ala substitution in the model polypeptide
shown in Fig. 6-18 locally distorts the already internally crowded
collagen helix. This ruptures the hydrogen bond from the
backbone N—H of each Ala (normally Gly) to the carbonyl group
of the adjacent Pro in a neighboring chain, thereby reducing the
stability of the collagen structure. Mutations may affect the struc-
ture of the collagen molecule or how it forms fibrils. These muta-
tions tend to be dominant because they affect either the folding
of the triple helix or fibril formation even when normal chains are
also involved.

Many collagen disorders are characterized by deficiencies in the
amount of a particular collagen type synthesized, or by abnormal
activities of collagen-processing enzymes such as lysyl hydroxylase
and lysyl oxidase. One group of at least 10 different collagen-
deficiency diseases, the Ehlers-Danlos syndromes, are all char-
acterized by the hyperextensibility of the joints and skin. The
“India-rubber man” of circus fame had an Ehlers-Danlos syndrome.

passes through the center of the triple helix, which is so crowded that only a
Gly side chain can fit there. This crowding explains the absolute requirement
for a Gly at every third position of a collagen polypeptide chain. The three
polypeptide chains are staggered so that a Gly, X, and Y residue occurs at each
level along the triple helix axis (Fig. 6-184). The peptide groups are oriented
such that the N—H of each Gly makes a strong hydrogen bond with the car-
bonyl oxygen of an X (Pro) residue on a neighboring chain (Fig. 6-184). The
bulky and relatively inflexible Pro and Hyp residues confer rigidity on the en-

tire assembly.

(a) (b)

FIG. 6-18 Structure of a collagen model
peptide. In this X-ray structure of (Pro-Hyp-
Gly)1o, the fifth Gly of each peptide has been
replaced by Ala. (a) A stick model of the middle
portion of the triple helix oriented with its
N-termini at the bottom. The C atoms of the
three chains are colored orange, magenta, and
gray. The N and O atoms on all chains are blue
and red. Note how the replacement of Gly with
the bulkier Ala (C atoms green) distorts the
triple helix. (b) This view from the N-terminus
down the helix axis shows the interchain
hydrogen-bonding associations. Three
consecutive residues from each chain are shown
in stick form (C atoms green). Hydrogen bonds
are represented by dashed lines from Gly N
atoms to Pro O atoms in adjacent chains. Dots
represent the van der Waals surfaces of the
backbone atoms of the central residue in each
chain. Note the close packing of the atoms
along the triple helix axis. [Based on an X-ray
structure by Helen Berman, Rutgers University,
and Barbara Brodsky, UMDNJ—Robert Wood
Johnson Medical School. PDBid 1CAG.] 0 See
Kinemage Exercises 4-3 and 4-4.
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CHECKPOINT

Describe the four levels of protein struc-
ture. Do all proteins exhibit all four levels?
Without looking at Fig. 6-3, draw the
structure of a polypeptide backbone.
Explain why the conformational freedom of
peptide bonds is limited.

Summarize the features of an a helix and
a parallel and antiparallel B sheet.

Count the number of a helices and

B sheets in carboxypeptidase A (Fig. 6-12).
What properties do fibrous proteins confer
on substances such as hair and bones?
Describe the features of the amino acid
sequences that are necessary to form a
coiled coil or a left-handed triple helix.
What distinguishes regular and irregular
secondary structure?

Collagen’s well-packed, rigid, triple-helical structure is responsible for its
characteristic tensile strength. The twist in the helix cannot be pulled out un-
der tension because its component polypeptide chains are twisted in the op-
posite direction (Fig. 6-17). Successive levels of fiber bundles in high-quality
ropes and cables, as well as in other proteins such as keratin (Fig. 6-16), are
likewise oppositely twisted.

Several types of collagen molecules assemble to form loose networks or
thick fibrils arranged in bundles or sheets, depending on the tissue. The colla-
gen molecules in fibrils are organized in staggered arrays that are stabilized by
hydrophobic interactions resulting from the close packing of triple-helical units.
Collagen is also covalently cross-linked, which accounts for its poor solubility.
The cross-links cannot be disulfide bonds, as in keratin, because collagen is al-
most devoid of Cys residues. Instead, the cross-links are derived from Lys and
His side chains in reactions such as those shown in Fig. 6-19. Lysyl oxidase,
the enzyme that converts Lys residues to those of the aldehyde allysine, is the
only enzyme implicated in this cross-linking process. Up to four side chains
can be covalently bonded to each other. The cross-links do not form at ran-
dom but tend to occur near the N- and C-termini of the collagen molecules.
The degree of cross-linking in a particular tissue increases with age. This is why
meat from older animals is tougher than meat from younger animals.

D Most Proteins Include Nonrepetitive Structure

The majority of proteins are globular proteins that, unlike the fibrous proteins
discussed above, may contain several types of regular secondary structure, includ-
ing o helices, B sheets, and other recognizable elements. A significant portion of
a protein’s structure may also be irregular or unique. Segments of polypeptide
chains whose successive residues do not have similar ¢ and s values are some-
times called coils. However, you should not confuse this term with the appella-
tion random coil, which refers to the totally disordered and rapidly fluctuating
conformations assumed by denatured (fully unfolded) proteins in solution. In
native (folded) proteins, nonrepetitive structures are no less ordered than are helices

or B sheets; they are simply irregular and hence more difficult to describe.

Sequence Affects Secondary Structure. Variations in amino acid sequence as
well as the overall structure of the folded protein can distort the regular confor-
mations of secondary structural elements. For example, the o helix frequently de-
viates from its ideal conformation in the initial and final turns of the helix.
Similarly, a strand of polypeptide in a B sheet may contain an “extra” residue
that is not hydrogen bonded to a neighboring strand, producing a distortion
known as a 3 bulge.

Many of the limits on amino acid composition and sequence (Section 5-1)
may be due in part to conformational constraints in the three-dimensional struc-
ture of proteins. For example, a Pro residue produces a kink in an o helix or B
sheet. Similarly, steric clashes between several sequential amino acid residues with
large branched side chains (e.g., Ile and Tyr) can destabilize o helices.

Analysis of known protein structures by Peter Chou and Gerald Fasman
revealed the propensity P of a residue to occur in an a helix or a § sheet
(Table 6-1). Chou and Fasman also discovered that certain residues not only
have a high propensity for a particular secondary structure but they tend to
disrupt or break other secondary structures. Such data are useful for predict-
ing the secondary structures of proteins with known amino acid sequences.

The presence of certain residues outside of o helices or B sheets may also
be nonrandom. For example, o helices are often flanked by residues such as
Asn and Gln, whose side chains can fold back to form hydrogen bonds with
one of the four terminal residues of the helix, a phenomenon termed helix
capping. Recall that the four residues at each end of an a helix are not fully
hydrogen bonded to neighboring backbone segments (Fig. 6-7).
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TABLE 6-1 Propensities of Amino Acid
Residues for a Helical and
B Sheet Conformations

NH CH H
\ Il I\\I Residue r, Py
(6]
Ala 1.42 0.83
Allysine aldol
Arg 0.98 0.93
lﬁ His Asn 0.67 0.89
Asp 1.01 0.54
0 Cys 0.70 1.19
*NH*(\IH*C* Gln 1.11 1.10
(CHy), o Glu 1.51 0.37
\ \
\ .
CH—N /N NH His 1.00 0.87
\ | Ile 1.08 1.60
(CHy)s
| Leu 1.21 1.30
—NH—CH—C—
I Lys 1.16 0.74
0 Met 1.45 1.05
Aldol-His Phe 1.13 1.38
lﬁ 5-Hydroxy-Lys Pro 0.57 0.55
(H) Ser 0.77 0.75
N Thr 0.83 1.19
T 1.08 1.
| (CHy)y \ P 57
(|3=O ‘ $: (0] Tyr 0.69 1.47
CH—(CH,),—CH—CH,—N=CH—CH —— CH,CH Val 1.06 1.70
i 2)2 I 2 ‘ / \ 2 | a 7
NH OH CH—N /N NH Source: Chou, PY. and Fasman, G.D., Annu. Rev.
| \ NS | Biochem. 47, 258 (1978).
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Histidinodehydrohydroxy-
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FIG. 6-19 A reaction pathway for cross-linking side chains in collagen. The first
step is the lysyl oxidase—catalyzed oxidative deamination of Lys to form the aldehyde
allysine. Two allysines then undergo an aldol condensation to form allysine aldol. This
product can react with His to form aldol histidine, which can in turn react with 5-
hydroxylysine to form a Schiff base (an imine bond), thereby cross-linking four side chains.
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FIG. 6-20 Protein crystals. (a) Azurin from
Pseudomonas aeruginosa, (b) flavodoxin from
Desulfovibrio vulgaris, and (c) rubredoxin from
Clostridium pasteurianum. These crystals are
colored because the proteins contain light-
absorbing groups; proteins are colorless in the
absence of such groups. [Courtesy of Larry
Siecker, University of Washington.]

2 Tertiary Structure

KEY CONCEPTS

» X-Ray crystallography and NMR spectroscopy are used to determine the positions
of atoms in proteins.

¢ Nonpolar residues tend to occur in the protein interior and polar residues on the
exterior.

* A protein's tertiary structure consists of secondary structural elements that
combine to form motifs and domains.

* Over time, a protein’s structure is more highly conserved than its sequence.

* Bioinformatics databases store macromolecular structure coordinates. Software
makes it possible to visualize proteins and compare their structural features.

The tertiary structure of a protein describes the folding of its secondary struc-
tural elements and specifies the positions of each atom in the protein, includ-
ing its side chains. This information is deposited in a database and is readily
available via the Internet, which allows the tertiary structures of a variety of
proteins to be analyzed and compared. The common features of protein ter-
tiary structures reveal much about the biological functions of proteins and
their evolutionary origins.

A Most Protein Structures Are Determined by X-Ray Crystallography
or Nuclear Magnetic Resonance

X-Ray crystallography is a technique that directly images molecules. X-Rays
must be used to do so because, according to optical principles, the uncertainty
in locating an object is approximately equal to the wavelength of the radia-
tion used to observe it (covalent bond distances and the wavelengths of the
X-rays used in structural studies are both ~1.5 A; individual molecules can-
not be seen in a light microscope because visible light has a minimum wave-
length of 4000 A). There is, however, no such thing as an X-ray microscope
because there are no X-ray lenses. Rather, a crystal of the molecule to be im-
aged (e.g., Fig. 6-20) is exposed to a collimated beam of X-rays and the re-
sulting diffraction pattern, which arises from the regularly repeating positions
of atoms in the crystal, is recorded by a radiation detector or, now infrequently,
on photographic film (Fig. 6-21). The X-rays used in structural studies are
produced by laboratory X-ray generators or, now commonly, by synchrotrons,
particle accelerators that produce X-rays of far greater intensity. The intensi-
ties of the diffraction maxima (darkness of the spots on a film) are then used
to construct mathematically the three-dimensional image of the crystal struc-
ture through methods that are beyond the scope of this text. In what follows,
we discuss some of the special problems associated with interpreting the X-ray
crystal structures of proteins.

X-Rays interact almost exclusively with the electrons in matter, not the
nuclei. An X-ray structure is therefore an image of the electron density of the

(@) () (c)



object under study. Such electron density maps are usually presented with
the aid of computer graphics as one or more sets of contours, in which a con-
tour represents a specific level of electron density in the same way that a con-
tour on a topographic map indicates locations that have a particular altitude.
A portion of an electron density map of a protein is shown in Fig. 6-22.

Most Protein Crystal Structures Exhibit Less than Atomic Resolution. The
molecules in protein crystals, as in other crystalline substances, are arranged
in regularly repeating three-dimensional lattices. Protein crystals, however, dif-
fer from those of most small organic and inorganic molecules in being highly
hydrated; they are typically 40 to 60% water by volume. The aqueous solvent
of crystallization is necessary for the structural integrity of the protein crys-
tals, because water is required for the structural integrity of native proteins
themselves (Section 6-4).

The large solvent content of protein crystals gives them a soft, jellylike
consistency so that their molecules usually lack the rigid order characteristic
of crystals of small molecules such as NaCl or glycine. The molecules in a pro-
tein crystal are typically disordered by more than an angstrom, so the corre-
sponding electron density map lacks information concerning structural details
of smaller size. The crystal is therefore said to have a resolution limit of that
size. Protein crystals typically have resolution limits in the range 1.5 to 3.0 A,
although some are better ordered (have higher resolution, that is, a lesser res-
olution limit) and many are less ordered (have lower resolution).
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FIG. 6-21 An X-ray diffraction photograph
of a crystal of sperm whale myoglobin. The
intensity of each diffraction maximum (the
darkness of each spot) is a function of the
crystal’s electron density. [Courtesy of John
Kendrew, Cambridge University, UK]

FIG. 6-22 A thin section through a
1.5-A-resolution electron density map of a
protein that is contoured in three
dimensions. Only a single contour level (cyan)
is shown, together with a ball-and-stick model of
the corresponding polypeptide segments colored
according to atom type with C yellow, N blue,
and O red. A water molecule is represented

by a red sphere. [Courtesy of Xinhua Ji,

National Cancer Institute, Frederick, Maryland.]
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(@) 6.0-A resolution (b) 2.0-A resolution (¢) 1.5-A resolution (d) 1.1-A resolution

FIG. 6-23 Electron density maps of
diketopiperazine at different resolution levels.
Hydrogen atoms are not visible in these maps
because of their low electron density. [After
Hodgkin, D.C,, Nature 188, 445 (1960).]

Since an electron density map of a protein must be interpreted in terms
of its atomic positions, the accuracy and even the feasibility of a crystal struc-
ture analysis depends on the crystal’s resolution limit. Indeed, the inability to
obtain crystals of sufficiently high resolution is a major limiting factor in de-
termining the X-ray crystal structure of a protein or other macromolecule.
Figure 6-23 indicates how the quality (degree of focus) of an electron density
map varies with its resolution limit. At 6-A resolution, the presence of a mol-
ecule the size of diketopiperazine is difficult to discern. At 2.0-A resolution,
its individual atoms cannot yet be distinguished, although its molecular shape
has become reasonably evident. At 1.5-A resolution, which roughly corre-
sponds to a bond distance, individual atoms become partially resolved. At 1.1-A
resolution, atoms are clearly visible.

Most protein crystal structures are too poorly resolved for their electron
density maps to reveal clearly the positions of individual atoms (e.g., Fig. 6-23).
Nevertheless, the distinctive shape of the polypeptide backbone usually permits
it to be traced, which, in turn, allows the positions and orientations of its side
chains to be deduced (e.g., Fig. 6-22). Yet side chains of comparable size and
shape, such as those of Leu, Ile, Thr, and Val, cannot always be differentiated
(hydrogen atoms, having only one electron, are visible only if the resolution
limit is less than ~1.2 A). Consequently, a protein structure cannot be eluci-
dated from its electron density map alone, but knowing the primary structure
of the protein permits the sequence of amino acid residues to be fitted to the
electron density map. Mathematical refinement can then reduce the uncertainty
in the crystal structure’s atomic positions to as little as 0.1 A.

Most Crystalline Proteins Maintain Their Native Conformations. Does the
structure of a protein in a crystal accurately reflect the structure of the pro-
tein in solution, where globular proteins normally function? Several lines of
evidence indicate that crystalline proteins assume very nearly the same structures
that they have in solution:

1. A protein molecule in a crystal is essentially in solution because it is
bathed by solvent of crystallization over all of its surface except for the
few, generally small patches that contact neighboring protein molecules.

2. In cases where different crystal forms of a protein have been analyzed,
or when a crystal structure has been compared to a solution structure
(determined by NMR; see below), the molecules have virtually identi-
cal conformations. Evidently, crystal packing forces do not greatly per-
turb the structures of protein molecules.

3. Many enzymes are catalytically active in the crystalline state. Since
the activity of an enzyme is very sensitive to the positions of the
groups involved in binding and catalysis (Chapter 11), the crystalline
enzymes must have conformations that closely resemble their solu-
tion conformations.
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FIG. 6-24 NOESY spectrum of a protein. The diagonal
represents the conventional one-dimensional NMR spectrum presented
as a contour plot. Note that it is too crowded with peaks to be directly
interpretable (even a small protein has hundreds of protons). The cross
(off-diagonal) peaks each arise from the interaction of two protons
that are <5 A apart in space (their one-dimensional NMR peaks are
located where horizontal and vertical lines intersect the diagonal). The
line to the left of the spectrum represents the extended polypeptide
chain with its N- and C-termini labeled N and C and the positions of
four protons labeled a to d. The dashed arrows indicate the diagonal
NMR peaks to which these protons give rise. Cross peaks, such as i, j,
and k, each located at the intersection of the corresponding horizontal
and vertical lines, show that two protons are <5 A apart. These
distance relationships are schematically drawn as three looped
structures of the polypeptide chain below the spectrum. The
assignment of a distance relationship between two protons in a
polypeptide requires that the NMR peaks to which they give rise and
their positions in the polypeptide be known, which requires that the
polypeptide’s amino acid sequence has been previously determined.
[After Wiithrich, K., Science 243, 45 (1989).]

Protein Structures Can Be Determined by NMR. The basis of nuclear mag-
netic resonance (NMR) is the observation that an atomic nucleus, such as a
proton (a hydrogen nucleus), resonates in an applied magnetic field in a way
that is sensitive to its electronic environment and its interactions with nearby
nuclei. The development of NMR techniques, since the mid-1980s, in large
part by Kurt Wiithrich, has made it possible to determine the three-dimensional
structures of small globular proteins in aqueous solution.

A protein’s conventional (one-dimensional) NMR spectrum is crowded
with overlapping peaks, since even a small protein has hundreds of protons.
This problem is addressed by two-dimensional (2D) NMR spectroscopy,
which yields additional peaks arising from the interactions of protons that are
less than 5 A apart. Correlation spectroscopy (COSY) provides interatomic
distances between protons that are covalently connected through one or two
other atoms, such as the H atoms attached to the N and C,, of the same amino
acid (corresponding to the ¢ torsion angle). Nuclear Overhauser spectroscopy
(NOESY) provides interatomic distances for protons that are close in space al-
though they may be far apart in the protein sequence. An example of a
NOESY spectrum is shown in Fig. 6-24.

Interatomic distance measurements, along with knowledge of the protein’s
sequence and known geometric constraints such as covalent bond distances
and angles, group planarity, chirality, and van der Waals radii, are used to com-
pute the protein’s three-dimensional structure. However, since interproton dis-
tance measurements are imprecise, they cannot imply a unique structure but
rather are consistent with an ensemble of closely related structures.
Consequently, an NMR structure of a protein (or another macromolecule) is
often presented as a sample of structures that are consistent with the data (e.g.,
Fig. 6-25). The “tightness” of a bundle of such structures is indicative both

FIG.6-25 The NMR structure of a protein. The drawing represents 20 superimposed
structures of a 64-residue polypeptide comprising the Src protein SH3 domain (Section
13-2B). The polypeptide backbone (its connected C, atoms) is white, and its Phe, Tyr, and
Trp side chains are yellow, red, and blue, respectively. The polypeptide backbone folds into
two 3-stranded antiparallel B sheets that form a sandwich. [Courtesy of Stuart Schreiber,
Harvard University.]
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of the accuracy with which the structure is known, which in the most favor-
able cases is roughly comparable to that of an X-ray crystal structure with a
resolution of 2 to 2.5 A, and of the conformational fluctuations that the pro-
tein undergoes (Section 6-4A). Although present NMR methods are limited
to determining the structures of macromolecules with molecular masses no
greater than ~100 kD, recent advances in NMR technology suggest that this
limit may soon increase to ~1000 kD or more.

NMR methods, besides validating the structures of proteins analyzed by
X-ray crystallography (or in some cases identifying protein residues that are
perturbed by crystallization), can determine the structures of proteins and
other macromolecules that fail to crystallize. Moreover, since NMR can probe
motions over time scales spanning 10 orders of magnitude, it can also be used
to study protein folding and dynamics (Sections 6-4 and 6-5).

Proteins Can Be Depicted in Different Ways. The huge number of atoms
in proteins makes it difficult to visualize them using the same sorts of mod-
els employed for small organic molecules. Ball-and-stick representations show-
ing all or most atoms in a protein (as in Figs. 6-7 and 6-10) are exceedingly
cluttered, and space-filling models (as in Figs. 6-8 and 6-11) obscure the in-
ternal details of the protein. Accordingly, computer-generated or artistic ren-
ditions (e.g., Fig. 6-12) are often more useful for representing protein
structures. The course of the polypeptide chain can be followed by tracing the
positions of its C, atoms or by representing helices as helical ribbons or cylin-
ders and {3 sheets as sets of flat arrows pointing from the N- to the C-termini.

B Side Chain Location Varies with Polarity

In the years since Kendrew solved the structure of myoglobin, nearly 80,000
protein structures have been reported. No two are exactly alike, but they ex-
hibit remarkable consistencies. The primary structures of globular proteins
generally lack the repeating sequences that support the regular conformations
seen in fibrous proteins. However, the amino acid side chains in globular pro-
teins are spatially distributed according ro their polarities:

1. The nonpolar residues Val, Leu, Ile, Met, and Phe occur mostly in the
interior of a protein, out of contact with the aqueous solvent. The hy-
drophobic effects that promote this distribution are largely responsible
for the three-dimensional structure of native proteins.

2. The charged polar residues Arg, His, Lys, Asp, and Glu are usually lo-
cated on the surface of a protein in contact with the aqueous solvent.
This is because immersing an ion in the virtually anhydrous interior
of a protein is energetically unfavorable.

3. The uncharged polar groups Ser, Thr, Asn, Gln, and Tyr are usually
on the protein surface but also occur in the interior of the molecule.
When buried in the protein, these residues are almost always hydro-
gen bonded to other groups; in a sense, the formation of a hydrogen

bond “neutralizes” their polarity. This is also the case with the polypep-
tide backbone.

These general principles of side chain distribution are evident in individ-
ual elements of secondary structure (Fig. 6-26) as well as in whole proteins
(Fig. 6-27). Polar side chains tend to extend toward—and thereby help
form—the protein’s surface, whereas nonpolar side chains largely extend
toward—and thereby occupy—its interior. Turns and loops joining second-
ary structural elements usually occur at the protein surface.

Most proteins are quite compact, with their interior atoms packed together
even more efficiently than the atoms in a crystal of small organic molecules.
Nevertheless, the atoms of protein side chains almost invariably have low-
energy arrangements. Evidently, interior side chains adopt relaxed conformations
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FIG.6-26 Side chain locations in an o
helix and a B sheet. In these space-filling
models, the main chain is gray, nonpolar side
chains are gold, and polar side chains are purple.
(@ An a helix from sperm whale myoglobin.
Note that the nonpolar residues are primarily on
one side of the helix. (b) An antiparallel B sheet
from concanavalin A (side view). The protein
interior is to the right and the exterior is to the
left. [Based on X-ray structures by lime
Schlichting, Max Planck Institut fiir Molekulare
Physiologie, Dortmund, Germany, and Gerald
Edelman, The Rockefeller University. PDBids
1ABM and 2CNA]

(a) (b)

FIG. 6-27 Side chain distribution in horse heart cytochrome hydrophilic side chains are green, and in (b) the hydrophobic side

c. In these paintings, based on an X-ray structure determined by chains are orange. [lllustration, Irving Geis. Image from the Irving Geis
Richard Dickerson, the protein is illuminated by its single iron atom Collection/Howard Hughes Medical Institute. Rights owned by HHMI.

centered in a heme group. Hydrogen atoms are not shown. In (a) the Reproduction by permission only] @ See Kinemage Exercise 5.



148

Chapter 6 Proteins: Three-Dimensional Structure despite the profusion of intramolecular interactions. Closely packed protein
interiors generally exclude water. When water molecules are present, they of-
ten occupy specific positions where they can form hydrogen bonds, sometimes
acting as a bridge between two hydrogen-bonding protein groups.

C Tertiary Structures Contain Combinations of Secondary Structure

Globular proteins—each with a unique tertiary structure—are built from com-
binations of secondary structural elements. The proportions of « helices and
B sheets and the order in which they are connected provide an informative
way of classifying and analyzing protein structure.

Certain Combinations of Secondary Structure Form Motifs. Groupings of
secondary structural elements, called supersecondary structures or motifs,
occur in many unrelated globular proteins:

1. The most common form of supersecondary structure is the o3 mo-
tif, in which an o helix connects two parallel strands of a 8 sheet
(Fig. 6-28a).

2. Another common supersecondary structure, the 3 hairpin motif, con-
sists of antiparallel strands connected by relatively tight reverse turns
(Fig. 6-280).

3. In an avx motif, two successive antiparallel o helices pack against each
other with their axes inclined. This permits energetically favorable in-
termeshing of their contacting side chains (Fig. 6-28¢). Similar associ-
ations stabilize the coiled coil conformation of a keratin and

e tropomyosin (Fig. 6-156), although their helices are parallel rather than
e W 1) —— . antiparallel.
: See Guided Exploration 8 4. In the Greek key motif (Fig. 6-284; named after an ornamental de-
Secondary structures in proteins. sign commonly used in ancient Greece; see inset), a 3 hairpin is folded
over to form a 4-stranded antiparallel B sheet.

Most Proteins Can Be Classified as a, B, or a/p. The major types of second-
ary structural elements occur in globular proteins in varying proportions and
combinations. Some proteins, such as E. coli cytochrome bsg, (Fig. 6-294),
consist only of o helices spanned by short connecting links and are therefore

Greek key
F? |ﬁ||ﬁ||ﬁ||ﬁ|
§
N C N C

(a) (b) (c) d)

FIG. 6-28 Schematic diagrams of supersecondary structures.  hairpin. The polypeptide backbones are drawn as ribbons, with 8
(a) A Bap motif, (b) a B hairpin motif, (¢) an aa motif, and (d) a strands shown as flat arrows pointing from N- to C-terminus, and «
Greek key motif, showing how it is constructed from a folded-over 3 helices represented by cylinders.
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FIG. 6-29 A selection of protein structures. The proteins are represented by their
peptide backbones, drawn in ribbon form, with B strands shown as flat arrows pointing from
N- to C-terminus and a helices depicted as coils. The polypeptide chain is colored, from

N- to C-terminus, in rainbow order from red to blue. Below each drawing is the corresponding
topological diagram indicating the connectivity of its helices (cylinders) and B strands (flat
arrows). (a) E. coli cytochrome bggo (106 residues), which forms an up—down—up—down
4-helix bundle. Its bound heme group is shown in ball-and-stick form with C magenta, N blue,
O red, and Fe orange. (b) The N-terminal domain of the human immunoglobulin fragment
Fab New (103 residues) showing its immunoglobulin fold. The polypeptide chain is folded
into a sandwich of 3- and 4-stranded antiparallel § sheets. (c) The N-terminal domain of
dogfish lactate dehydrogenase (163 residues). It contains a 6-stranded parallel B sheet in
which the crossovers between B strands all contain an « helix that forms a right-handed
helical turn with its flanking B strands. [Based on X-ray structures by (a) F. Scott Matthews,
Washington University School of Medicine; (b) Roberto Poljak, The Johns Hopkins School
of Medicine; and (c) Michael Rossmann, Purdue University. PDBids (a) 256B, (b) 7FAB, and
(c) 6LDH]]

|3| Cover the topology diagrams and practice drawing one for each protein structure.

classified as o proteins. Others, such as immunoglobulins, contain the im-
munoglobulin fold (Fig. 6-294), and are called B proteins because they have
a large proportion of 3 sheets and are devoid of a helices. Most proteins, how-
ever, including lactate dehydrogenase (Fig. 6-29¢) and carboxypeptidase A
(Fig. 6-12), are known as a/3 proteins because they largely consist of mixtures
of both types of secondary structure (proteins, on average, contain ~31%
o helix and ~28% 3 sheet).

The a, B, and a/B classes of proteins can be further subdivided by their
topology, that is, according to how their secondary structural elements are con-
nected. For example, extended (3 sheets often roll up to form 3 barrels. Three
different types of 8-stranded  barrels, each with a different topology, are
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(a)

CN| | 1 2 3 4 5 6 7 8
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b) (c)

FIG. 6-30 X-Ray structures of B barrels. Each polypeptide is drawn and colored and
accompanied by its corresponding topological diagram as is described in the legend to Fig.
6-29. (a) Human retinol binding protein showing its 8-stranded up-and-down B barrel
(residues 1-142 of the 182-residue protein). Note that each B strand is linked via a short
loop to its clockwise-adjacent strand as seen from the top. The protein’s bound retinol
molecule is represented by a gray ball-and-stick model. (b) Peptide-N*-(N-acetyl-@-p-
glucosaminyl)asparagine amidase F from Flavobacterium meningosepticum (residues
1-140 of the 340-residue enzyme). Note how its 8-stranded B barrel is formed by rolling
up a 4-segment B hairpin. Here the two B strands in each segment of the B hairpin are
colored alike with strands 1 and 8 (the N- and C-terminal strands) red, strands 2 and 7
orange, strands 3 and 6 cyan, and strands 4 and b blue. This motif, which is known as a
jelly roll or Swiss roll barrel, is so named because of its topological resemblance to the
rolled-up pastries. (¢) Chicken muscle triose phosphate isomerase (TIM; 247 residues)
forms a so-called o/ barrel in which 8 pairs of alternating § strands and « helices roll up
to form an inner barrel of 8 parallel B strands surrounded by an outer barrel of 8 parallel o
helices. The protein is viewed approximately along the axis of the a/p barrel. Note that the
o/ barrel is essentially a series of linked Baf motifs. [Based on X-ray structures by (a) T.
Alwyn Jones, Biomedical Center, Uppsala, Sweden; (b) Patrick Van Roey, New York State
Department of Health, Albany, New York; and (c) David Phillips, Oxford University, Oxford,
UK. PDBids (a) 1RBP, (b) 1PNG, and (c) 1TIM]

|1| Cover the topology diagrams and practice drawing one for each protein structure.

shown in Fig. 6-30. Two of these (Fig. 6-304,6) are all-B structures contain-
ing multiple B hairpin motifs. The third, known as an o/ barrel (Fig. 6-300),
can be considered as a set of overlapping a3 motifs (and is a member of the
a/B class of proteins).

Large Polypeptides Form Domains. Polypeptide chains containing more
than ~200 residues usually fold into two or more globular clusters known as
domains, which give these proteins a bi- or multilobal appearance. Each subunit



FIG. 6-31 The two-domain protein glyceraldehyde-3-phosphate dehydrogenase.
The N-terminal domain (light blue) binds NAD* (drawn in stick form and colored according
to atom type with C green, N blue, O red, and P magenta), and the C-terminal domain
(orange) binds glyceraldehyde-3-phosphate (not shown). [Based on an X-ray structure by
Alan Wonacott, Imperial College, London, UK. PDBid 1GD1.] 0 See Interactive Exercise 2.

of the enzyme glyceraldehyde-3-phosphate dehydrogenase, for example, has
two distinct domains (Fig. 6-31). Most domains consist of 40 to 200 amino
acid residues and have an average diameter of ~25 A. An inspection of the
various protein structures diagrammed in this chapter reveals that domains
consist of two or more layers of secondary structural elements. The reason for
this is clear: At least two such layers are required to seal off a domain’s
hydrophobic core from its aqueous environment.

A polypeptide chain wanders back and forth within a domain, but neigh-
boring domains are usually connected by only one or two polypeptide seg-
ments. Consequently, many domains are structurally independent units thar have
the characteristics of small globular proteins. Nevertheless, the domain structure
of a protein is not necessarily obvious since its domains may make such
extensive contacts with each other that the protein appears to be a single glob-
ular entity.

Domains often have a specific function such as the binding of a small
molecule. In Fig. 6-31, for example, the dinucleotide NAD™ (nicotinamide
adenine dinucleotide; Fig. 11-4) binds to the N-terminal domain of glycer-
aldehyde-3-phosphate dehydrogenase. Michael Rossmann has shown that a
BaBaf unit, in which the B strands form a parallel sheet with a helical con-
nections, often acts as a nucleotide-binding site. Two of these Bafaf units
combine to form a domain known as a dinucleotide-binding fold, or
Rossmann fold. Glyceraldehyde-3-phosphate dehydrogenase’s N-terminal do-
main contains such a fold, as does lactate dehydrogenase (Fig. 6-29¢). In some
multidomain proteins, binding sites occupy the clefts between domains; that
is, small molecules are bound by groups from two domains. In such cases, the
relatively pliant covalent connection between the domains allows flexible in-
teractions between the protein and the small molecule.

D Structure Is Gonserved More than Sequence

The many thousands of known protein structures, comprising an even greater
number of separate domains, can be grouped into families by examining the
overall paths followed by their polypeptide chains. Although it is estimated
that there are as many as 1400 different protein domain families, approxi-
mately 200 different folding patterns account for about half of all known pro-
tein structures. As described in Section 5-4B, the domain is the fundamental
unit of protein evolution. Apparently, the most common protein domains are
evolutionary sinks—domains that arose and persisted because of their ability
(1) to form stable folding patterns; (2) to tolerate amino acid deletions, sub-
stitutions, and insertions, thereby making them more likely to survive evolu-
tionary changes; and/or (3) to support essential biological functions.

Polypeptides with similar sequences tend to adopt similar backbone con-
formations. This is certainly true for evolutionarily related proteins that carry
out similar functions. For example, the cytochromes ¢ of different species are
highly conserved proteins with closely similar sequences (Table 5-6) and three-
dimensional structures.

Cytochrome ¢ occurs only in eukaryotes, but prokaryotes contain pro-
teins, known as ¢-type cytochromes, which perform the same general func-
tion (that of an electron carrier). The ctype cytochromes from different
species exhibit only low degrees of sequence similarity to each other and to
eukaryotic cytochromes ¢. Yet their X-ray structures are clearly similar,
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(a) Paracoccus Cs50 b Rhodospirillum Cqy fe) Tunac (d) Chlorobium Cg55
134 amino acid residues 112 amino acid residues 103 amino acid residues 86 amino acid residues
N\
FIG. 6-32 Three-dimensional structures of c-type rubrum, (c) cytochrome ¢ from tuna, and (d) cytochrome css5 from
cytochromes. The polypeptide backbones (blue) are shown in Chlorobium limicola. [lllustration, Irving Geis. Image from the Irving
analogous orientations such that their heme groups (red) are viewed Geis Collection/Howard Hughes Medical Institute. Rights owned by
edge-on. The Cys, Met, and His side chains that covalently link the HHMI. Reproduction by permission only]
heme to the protein are also shown. (a) Cytochrome cs50 from @ See Kinemage Exercise 5.

Paracoccus denitrificans, (b) cytochrome co from Rhodospirillum

particularly in polypeptide chain folding and side chain packing in the pro-
tein interior (Fig. 6-32). The major structural differences among c-type cy-
tochromes lie in the various polypeptide loops on their surfaces. The
sequences of the c-type cytochromes have diverged so far from one another
that, in the absence of their X-ray structures, they can be properly aligned
only through the use of mathematically sophisticated computer programs.
Thus, it appears that the essential structural and functional elements of proteins,
rather than their amino acid residues, are conserved during evolution.

E Structural Bioinformatics Provides Tools for Storing, Visualizing,
and Comparing Protein Structural Information

The data obtained by X-ray crystallography, NMR spectroscopy, and certain
other techniques take the form of three-dimensional coordinates describing the
spatial positions of atoms in molecules. This kind of information can be eas-
ily stored, displayed, and compared, much like sequence information obtained
by nucleotide or protein sequencing methods (see Sections 3-4 and 5-3).
Bioinformatics is the rapidly growing discipline that deals with the burgeon-
ing amount of information related to molecular sequences and structures.
Structural bioinformatics is a branch of bioinformatics that is concerned with
how macromolecular structures are displayed and compared. Some of the data-
bases and analytical tools that are used in structural bioinformatics are listed
in Table 6-2 and described in Bioinformatics Project 3.

The Protein Data Bank Is the Repository for Structural Information. The
atomic coordinates of nearly 80,000 macromolecular structures, including pro-
teins, nucleic acids, and carbohydrates, are archived in the Protein Data Bank
(PDB). Indeed, most scientific journals that publish macromolecular struc-
tures require that authors deposit their structure’s coordinates in the PDB.
Each independently determined structure in the PDB is assigned a unique
four-character identifier (its PDBid). For example, the PDBid for the struc-
ture of sperm whale myoglobin is IMBO. A coordinate file includes the
macromolecule’s source (the organism from which it was obtained), the au-
thor(s) who determined the structure, key journal references, information
about how the structure was determined, and indicators of its accuracy. The
sequences of the structure’s various chains are then listed together with

the descriptions and formulas of its so-called HET (for heterogen) groups, which
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TABLE 6-2 Structural Bioinformatics Internet Addresses

Structural Databases

Protein Data Bank (PDB): http://www.rcsb.org/

Nucleic Acid Database: http://ndbserver.rutgers.edu/
Molecular Modeling Database (MMDB): http://www.ncbi.nlm.nih.gov/sites/entrez?db=structure
Most Representative NMR Structure in an Ensemble: http://www.ebi.ac.uk/msd-srv/olderado

Molecular Graphics Programs

Cn3D: http://www.ncbi.nlm.nih.gov/Structure/ CN3D/cn3d.shtml

FirstGlance: http://molvis.sdsc.edu/fgij/index.htm

Jmol: http://jmol.sourceforge.net/

KiNG: http://kinemage.biochem.duke.edu/software/king.php
Proteopedia: http://www.proteopedia.org/

Swiss-Pdb Viewer (DeepView): http://spdbv.vital-it.ch/

Structural Classification Algorithms

CATH (Class, Architecture, Zopology, and Homologous superfamily): http://www.cathdb.info/index.html
CE (Combinatorial Extension of optimal pathway): http://cl.sdsc.edu/

Pfam (protein families): http://pfam.sanger.ac.uk/ or http://pfam.janelia.org/

SCOP (Structural Classification Of Proteins): http://scop.mrc-lmb.cam.ac.uk/scop/

VAST (Vector Alignment Search Zool): http://www.ncbi.nlm.nih.gov/Structure/ VAST /vast.shtml

are molecular entities that are not among the “standard” amino acid or nucleotide
residues (for example, organic molecules, nonstandard residues such as Hyp,
metal ions, and bound water molecules). The positions of the structure’s sec-
ondary structural elements and its disulfide bonds are then provided.

The bulk of a PDB file consists of a series of records (lines), each of which
provides the three-dimensional (x, ), 2) coordinates in angstroms of one atom
in the structure. Each atom is identified by a serial number, an atom name (for
example, C and O for an amino acid residue’s carbonyl C and O atoms, CA
and CB for C, and Cg atoms), the name of the residue, and a letter to iden-
tify the chain to which it belongs (for structures that have more than one chain).
For NMR-based structures, the PDB file contains a full set of records for each
member of the ensemble of structures (the most representative member of such
a coordinate set can be obtained from another database; see Table 6-2).

A particular PDB file may be located according to its PDBid or, if this is
unknown, by searching with a variety of criteria including a protein’s name,
its source, or the author(s). Selecting a particular macromolecule in the PDB
initially displays a summary page with options for viewing the structure
(either statically or interactively), for viewing or downloading the coordinate file,
and for classifying or analyzing the structure in terms of its geometric prop-
erties and sequence. The Nucleic Acid Database (NDB) archives the atomic
coordinates of structures that contain nucleic acids, using roughly the same

format as PDB files.

Molecular Graphics Programs Interactively Show Macromolecules in
Three Dimensions. The most informative way to examine a macromolecular
structure is through the use of molecular graphics programs that permit the
user to interactively rotate a macromolecule and thereby perceive its three-
dimensional structure. This impression may be further enhanced by simultane-
ously viewing the macromolecule in stereo. Most molecular graphics programs
use PDB files as input. The programs described here can be downloaded from
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the Internet addresses listed in Table 6-2, some of which also provide instruc-
tions for the program’s use.

Jmol, which functions as both a Web browser—based applet or as a stand-
alone program, allows the user to display user-selected macromolecules in a
variety of colors and formats (e.g., wire frame, ball-and-stick, backbone, space-
filling, and cartoons). The Interactive Exercises on the website that accom-
panies this textbook (http://www.wiley.com/college/voet/) all use Jmol.
FirstGlance uses Jmol to display macromolecules via a user-friendly interface.
KiNG, which also has Web browser-based and standalone versions, displays
the so-called Kinemages on this textbook’s accompanying website. KiNG
provides a generally more author-directed user environment than does Jmol.
Macromolecules can be displayed directly from their corresponding PDB page
using either Jmol or KiNG. The Swiss-PDB Viewer (also called Deep View),
in addition to displaying molecular structures, provides tools for basic model
building, homology modeling, energy minimization, and multiple sequence
alignment. One advantage of the Swiss-PDB Viewer is that it allows users to
easily superimpose two or more models. Proteopedia is a 3D interactive en-
cyclopedia of proteins and other macromolecules that resembles Wikipedia in
that it is user edited. It uses mainly Jmol as a viewer.

Structure Comparisons Reveal Evolutionary Relationships. Most proteins
are structurally related to other proteins, since evolution tends to conserve the
structures of proteins rather than their sequences. The computational tools de-
scribed below facilitate the classification and comparison of protein structures.
These programs can be accessed directly via their Internet addresses and in
some cases through the PDB. Studies using these programs yield functional
insights, reveal distant evolutionary relationships that are not apparent from
sequence comparisons, generate libraries of unique folds for structure predic-
tion, and provide indications as to why certain types of structures are preferred
over others.

1. CATH (for Class, Architecture, 7opology, and Homologous superfam-
ily), as its name suggests, categorizes proteins in a four-level structural
hierarchy: (1) Class, the highest level, places the selected protein in one
of four levels of gross secondary structure (Mainly o, Mainly 8, /3,
and Few Secondary Structures); (2) Architecture, the gross arrange-
ment of secondary structure; (3) Topology, which depends on both
the overall shape of the protein domain and the connectivity of its
secondary structural elements; and (4) Homologous Superfamily,
which identifies the protein as a member of a group that shares a com-
mon ancestor.

2. CE (for Combinatorial Extension of the optimal path) finds all proteins
in the PDB that can be structurally aligned with the query structure
to within user-specified geometric criteria. CE can optimally align and
display two user-selected structures.

3. Pfam (for Protein families) is a database of nearly 11,000 multiple se-
quence alignments of protein domains (called Pfam families). Using
Pfam, one can analyze a protein for Pfam matches (74% of proteins
have at least one match in Pfam), determine the domain organization
of a protein based on its sequence or its structure, examine the phylo-
genetic tree of a Pfam family, and view the occurrence of a protein’s
domains across different species.

4. SCOP (Structural Classification Of Proteins) classifies protein struc-
tures based mainly on manually generated topological considerations
according to a six-level hierarchy: Class (e.g., all-a, all-B, a/p), Fold
(based on the arrangement of secondary structural elements),
Superfamily (indicative of distant evolutionary relationships based on
structural criteria and functional features), Family (indicative of near



evolutionary relationships based on sequence as well as on structure)) CHECKPOINT

Protein, and Species. SCOP permits the user to navigate through its . | st some of the relative advantages and

treelike hierarchical organization and lists the known members of any disadvantages of using X-ray crystallogra-
particular branch. phy and NMR spectroscopy to determine
5. VAST (Vector Alignment Search 700l), a component of the National the structure of a protein.

Center for Biotechnology Information (NCBI) Entrez system, reports a * Explain why knowing a protein’s amino

precomputed list of proteins of known structure that structurally resem- acid sequence is required to determine its

ble the query protein (“structure neighbors”). The VAST system uses the tertiary structure.

Molecular Modeling Database (MMDB), an NCBI-generated database * Why do turns and loops most often occur

that is derived from PDB coordinates but in which molecules are rep- on the protein surface?

resented by connectivity graphs rather than sets of atomic coordinates. * Which side chains usually occur on a

VAST displays the superposition of the query protein in its structural protein’s surface® In its interior?

alignment with up to five other proteins using the molecular graphics * Describe some of the common protein

program Cn3D. VAST also reports a precomputed list of proteins that structural motifs.

are similar to the query protein in sequence (“sequence neighbors”). + Cover up the bottom portions of Figs. 6-29

.............................................................................................................................. . and 6-30 and sketch a connectivity dia-

gram for the secondary structures in each
protein.

*  Why does a protein domain consist of at

3 uuatﬂr"ary Structure a"d Symmetry least 40 amino acid residues?

* Explain why a protein's sequence evolves

KEY CONCEPT faster than its structure.

O o L A e R e e b o nformation pro
¢ Some proteins contain multiple subunits, usually arranged symmetrically. . . .
P P y 9 y y vided in a PDB file.

Most proteins, particularly those with molecular masses >100 kD, consist of * Why is it useful to compare protein struc-
more than one polypeptide chain. These polypeptide subunits associate with tures in addition to protein sequences®

a specific geometry. The spatial arrangement of these subunits is known as a
protein’s quaternary structure.

There are several reasons why multisubunit proteins are so common. In
large assemblies of proteins, such as collagen fibrils, the advantages of subunit
construction over the synthesis of one huge polypeptide chain are analogous
to those of using prefabricated components in constructing a building: Defects
can be repaired by simply replacing the flawed subunit; the site of subunit
manufacture can be different from the site of assembly into the final product;
and the only genetic information necessary to specify the entire edifice is the
information specifying its few different self-assembling subunits. In the case
of enzymes, increasing a protein’s size tends to better fix the three-dimensional
positions of its reacting groups. Increasing the size of an enzyme through the
association of identical subunits is more efficient than increasing the length of its
polypeptide chain since each subunit has an active site. More importantly, the sub-

unit construction of many enzymes provides the structural basis for the regulation
of their activities (Sections 7-1D and 12-3).

Subunits Usually Associate Noncovalently. A multisubunit protein may con-
sist of identical or nonidentical polypeptide chains. Hemoglobin, for example,
has the subunit composition ,B, (Fig. 6-33). Proteins with more than one
subunit are called oligomers, and their identical units are called protomers. A
protomer may therefore consist of one polypeptide chain or several unlike
polypeptide chains. In this sense, hemoglobin is a dimer of aff protomers.
The contact regions between subunits resemble the interior of a single-subunit
protein: They contain closely packed nonpolar side chains, hydrogen bonds in-
volving the polypeptide backbones and their side chains, and, in some cases,
interchain disulfide bonds. However, the subunit interfaces of proteins that
dissociate 7z vivo have lesser hydrophobicities than do permanent interfaces.

FIG. 6-33 Quaternary structure of
hemoglobin. In this space-filling model, the o,
ag, B+, and Bo subunits are colored yellow,

. . o . . green, cyan, and blue, respectively. Heme groups
Subunits Are Symmetrically Arranged. In the vast majority of oligomeric  are red. [Based on an X-ray structure by Max

proteins, the protomers are symmetrically arranged; that is, each protomer oc-  Perutz, MRC Laboratory of Molecular Biology,
cupies a geometrically equivalent position in the oligomer. Proteins cannot Cambridge, UK. PDBid 2DHB]
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(a) Cyclic symmetries

FIG. 6-34 Symmetries of oligomeric bi
proteins. The oval, the triangle, the square, and <

the pentagon at the ends of the dashed green
lines indicate, respectively, the unique twofold,
threefold, fourfold, and fivefold rotational axes of (b) Dihedral symmetries
the objects shown. (a) Assemblies with cyclic
symmetry. (b) Assemblies with dihedral symmetry.
In these objects, a twofold axis is perpendicular
to another rotational axis. (c) Assemblies with
the rotational symmetries of a tetrahedron, a
cube or octahedron, and an icosahedron.
[lllustration, Irving Geis. Image from the Irving
Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction
by permission only.] (+] See the Animated (c) Tetrahedral Octahedral (cubic) Icosahedral
Figures. symmetry symmetry symmetry

X
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have inversion or mirror symmetry, however, because bringing the protomers
into coincidence would require converting chiral L residues to D residues.
Thus, proteins can have only rotational symmetry.

In the simplest type of rotational symmetry, cyclic symmetry, protomers
are related by a single axis of rotation (Fig. 6-344). Objects with 2-, 3-, or
n-fold rotational axes are said to have G,, C;, or C, symmetry, respectively.
C, symmetry is the most common; higher cyclic symmetries are relatively rare.

Dihedral symmetry (D,), a more complicated type of rotational symme-
try, is generated when an #-fold rotation axis intersects a 2-fold rotation axis
at right angles (Fig. 6-344). An oligomer with D, symmetry consists of 27

CHECKPOINT protomers. D, symmetry is the most common type of dihedral symmetry in

................................................................. proteins.
« List the advantages of multiple subunits in Other possible types of rotational symmetry are those of a tetrahedron,
proteins. cube, and icosahedron (Fig. 6-34¢). Some multienzyme complexes and spher-

+ Why can't proteins have mirror symmetry?  ical viruses (see page 127) are built on these geometric plans.

...............................................................................................................................

4 Protein Stability

‘ KEY CONCEPTS

* Protein stability depends primarily on hydrophobic effects and secondarily on
electrostatic interactions.

* A protein that has been denatured may undergo renaturation.

* Protein structures are flexible and may include unfolded regions.

Incredible as it may seem, thermodynamic measurements indicate that native
proteins are only marginally stable under physiological conditions. The free energy
required to denature them is ~0.4 kJ - mol ' per amino acid residue, so
a fully folded 100-residue protein is only about 40 kJ + mol ™' more stable than
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its unfolded form (for comparison, the energy required to break a typical hy- Section 4 Protein Stability
drogen bond is ~20 kJ + mol™'). The various noncovalent influences on
proteins—hydrophobic effects, electrostatic interactions, and hydrogen TABLE 6-3 Hydropathy Scale for
bonding—each have energies that may total thousands of kilojoules per mole Amino Acid Side Chains
over an entire protein molecule. Consequently, a protein structure is the

result of a delicate balance among powerful countervailing forces. Side Chain Hydropathy
Ile 4.5
A Proteins Are Stahilized by Several Forces Val 42
Protein structures are governed primarily by hydrophobic effects and, to a lesser ~ Leu 3.8
extent, by interactions between polar residues, and by other types of associations.  phe 28
The Hydrophobic Effect Has the Greatest Influence on Protein Stability. Cys 2.5
The hydrophobic effect, which causes nonpolar substances to minimize their con- Met 1.9
tacts with water (Section 2-1C), is the major determinant of native protein struc- Al 1.8
ture. The aggregation of nonpolar side chains in the interior of a protein is Gl a
favored by the increase in entropy of the water molecules that would other- Y 04
y py
wise form ordered “cages” around the hydrophobic groups. The combined hy-  Thr —0.7
drophobic and hydrophilic tendencies of individual amino acid residues in  ger —0.8
proteins can be expressed as hydropathies (Table 6-3). The greater a side - "0
chain’s hydropathy, the more likely it is to occupy the interior of a protein '
and vice versa. Hydropathies are good predictors of which portions of a  Tyr —13
polypeptide chain are inside a protein, out of contact with the aqueous sol-  pr, ~16
vent, and which portions are outside (Fig. 6-35). m
. . . . . AR . . . is —3.2
Site-directed mutagenesis experiments in which individual interior residues
have been replaced by a number of others suggest that the factors that affect Glu —3.5
stability are, in order, the hydrophobicity of the substituted residue, its steric  Gln -35
compatibility, and, last, the volume of its side chain. A
sp =3.5
Electrostatic Interactions Contribute to Protein Stability. In the closely ~Asn —3.5
packed interiors of native proteins, van der Waals forces, which are relatively 15 -39
weak (Section 2-1A), are nevertheless an important stabilizing influence. This Arg 45

is because these forces only act over short distances and hence are lost when
the protein is unfolded. Source: Kyte, J. and Doolitde, R.E, J. Mol. Biol.
Perhaps surprisingly, hydrogen bonds, which are central features of protein 157> 110 (1982).

structures, make only minor contributions to protein stability. This is because

hydrogen-bonding groups in an unfolded protein form hydrogen bonds with

water molecules. Thus the contribution of a hydrogen bond to the stability of

a native protein is the small difference in hydrogen bonding free energies

between the native and unfolded states (—2 to 8 kJ * mol ™' as determined by

site-directed mutagenesis studies). Nevertheless, hydrogen bonds are important

determinants of native protein structures, because if a protein folded in a way

that prevented a hydrogen bond from forming, the stabilizing energy of that

hydrogen bond would be lost. Hydrogen bonding therefore fine-tunes tertiary

structure by “selecting” the unique native structure of a protein from among

a relatively small number of hydrophobically stabilized conformations.

FIG. 6-35 A hydropathic index plot for
40 - Hydrophobic bovine chymotrypsmogen. The sum of the
hydropathies of nine consecutive residues is

20 — - = = — 5 2T M T plotted versus residue sequence number. A
'V\k [\[\]\J\!\ M/\I\ M //\-Ll/\,\["\\‘r\/‘/\'\ large positive hydropathic index indicates a
iRAY P \lf'h W hydrophobic region of the polypeptide, whereas

a large negative value indicates a hydrophilic

o

Hydropathic index
-
Z
=]
-—

-0 - e e— e — —— - — . region. The upper bars denote the protein’s
_aok Hydrophilic interior regions, as determined by X-ray
I I I I I I I I I I I I crystallography, and the lower bars denote the
0O 20 40 60 80 100 120 140 160 180 200 220 240 protein’s exterior regions. [After Kyte, J. and

Residue number Doolittle, RF, J. Mol. Biol. 157, 111 (1982).]
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+
Lys 77
:(jsf::( Glu 18 i

~y-

N Asp 60
Arg 45

FIG. 6-36 Examples of ion pairs in
myoglobin. In each case, oppositely charged
side chain groups from residues far apart in
sequence closely approach each other through
the formation of ion pairs.

FIG. 6-37 X-Ray structure of a zinc finger
motif of the DNA-binding protein Zif268. The
polypeptide chain is drawn in ribbon form and
colored in rainbow order from its N-terminus
(blue) to its C-terminus (red). The side chains of
the Cys and His residues that tetrahedrally
ligand a Zn®* ion (cyan sphere) are drawn in
stick form with C green, N blue, and S yellow.
[Based on an X-ray structure by Carl Pabo, MIT.
PDBid 1ZAA]

The association of two ionic protein groups of opposite charge (e.g., Lys
and Asp) is known as an ion pair or salt bridge. About 75% of the charged
residues in proteins are members of ion pairs that are located mostly on the
protein surface (Fig. 6-36). Despite the strong electrostatic attraction between
the oppositely charged members of an ion pair, these interactions contribute
little to the stability of a native protein. This is because the free energy of an
ion pair’s charge—charge interactions usually fails to compensate for the loss of
entropy of the side chains and the loss of solvation free energy when the
charged groups form an ion pair. This accounts for the observation that ion
pairs are poorly conserved among homologous proteins.

Disulfide Bonds Cross-Link Extracellular Proteins. Disulfide bonds
(Fig. 4-6) within and between polypeptide chains form as a protein folds to
its native conformation. Some polypeptides whose Cys residues have been
derivatized or mutagenically replaced to prevent disulfide bond formation can
still assume their fully active conformations, suggesting that disulfide bonds
are not essential stabilizing forces. They may, however, be important for “lock-
ing in” a particular backbone folding pattern as the protein proceeds from its
fully extended state to its mature form.

Disulfide bonds are rare in intracellular proteins because the cytoplasm is
a reducing environment. Most disulfide bonds occur in proteins that are se-
creted from the cell into the more oxidizing extracellular environment. The
relatively hostile extracellular world (e.g., uncontrolled temperature and pH)
apparently requires the additional structural constraints conferred by disulfide
bonds.

Metal lons Stabilize Some Small Domains. Metal ions may also function
to internally cross-link proteins. For example, at least ten motifs collectively
known as zinc fingers have been described in nucleic acid—binding proteins.
These structures contain about 25-60 residues arranged around one or two
Zn>" ions that are tetrahedrally coordinated by the side chains of Cys, His,
and occasionally Asp or Glu (Fig. 6-37). The Zn*" ion allows relatively short
stretches of polypeptide chain to fold into stable units that can interact with
nucleic acids. Zinc fingers are too small to be stable in the absence of Zn*™.
Zinc is ideally suited to its structural role in intracellular proteins: Its filled &
electron shell permits it to interact strongly with a variety of ligands (e.g.,
sulfur, nitrogen, or oxygen) from different amino acid residues. In addition,
zinc has only one stable oxidation state (unlike, for example, copper and iron),
so it does not undergo oxidation—reduction reactions in the cell.
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B Proteins Can Undergo Denaturation and Renaturation Section 4 Protein Stability

The low conformational stabilities of native proteins make them easily suscep-
tible to denaturation by altering the balance of the weak nonbonding forces
that maintain the native conformation. Proteins can be denatured by a vari-
ety of conditions and substances:

1. Heating causes a protein’s conformationally sensitive properties, such
as optical rotation (Section 4-2), viscosity, and UV absorption, to
change abruptly over a narrow temperature range. Such a sharp tran-
sition indicates that the entire polypeptide unfolds or “melts” cooper-
atively, that is, nearly simultaneously. Most proteins have melting
temperatures that are well below 100°C. Among the exceptions are the
proteins of thermophilic bacteria (Box 6-3).

2. pH variations alter the ionization states of amino acid side chains,
thereby changing protein charge distributions and hydrogen-bonding
requirements.

3. Detergents associate with the nonpolar residues of a protein, thereby
interfering with the hydrophobic interactions responsible for the pro-
tein’s native structure.

4. The chaotropic agents guanidinium ion and urea,
e 1
H,N— C—NH, H,N — C— NH,

Guanidinium ion Urea

in concentrations in the range 5 to 10 M, are the most commonly used
protein denaturants. Chaotropic agents are ions or small organic mol-
ecules that increase the solubility of nonpolar substances in water. Their

.................................................................... .
3

Box 6-3 Perspectives

@ In Biochemistry

.........................................................................................................

Certain species of bacteria known as hyperthermophiles grow at
temperatures near 100°C. They live in such places as hot springs
and submarine hydrothermal vents, with the most extreme, the
archaebacterium Pyrolobus fumarii, able to grow at temperatures
as high as 113°C. These organisms have many of the same
metabolic pathways as do mesophiles (organisms that grow at
‘normal” temperatures). Yet most mesophilic proteins denature at
temperatures where hyperthermophiles thrive. What is the struc-
tural basis for the thermostability of hyperthermophilic proteins?

The difference in the thermal stabilities of the corresponding
(hyper)thermophilic and mesophilic proteins does not exceed
~100 kJ - mol ™', the equivalent of a few noncovalent interac-
tions. This is probably why comparisons of the X-ray structures of
hyperthermophilic enzymes with their mesophilic counterparts have
failed to reveal any striking differences between them. These
proteins exhibit some variations in secondary structure but no
more than would be expected for homologous proteins from dis-
tantly related mesophiles. However, several of these thermostable
enzymes have a superabundance of salt bridges on their surfaces,
many of which are arranged in extensive networks containing up
to 18 side chains.

The idea that salt bridges can stabilize a protein structure
appears to contradict the conclusion of Section 6-4A that ion
pairs are, at best, marginally stable. The key to this apparent para-

Thermostable Proteins

dox is that the salt bridges in thermostable proteins form networks.
Thus, the gain in charge—charge free energy on associating a
third charged group with an ion pair is comparable to that
between the members of this ion pair, whereas the free energy
lost on desolvating and immobilizing the third side chain is only
about half that lost in bringing together the first two side chains.
The same, of course, is true for the addition of a fourth, fifth, etc,
side chain to a salt bridge network.

Not all thermostable proteins have such a high incidence of
salt bridges. Structural comparisons suggest that these proteins
are stabilized by a combination of small effects, the most impor-
tant of which are an increased size of the protein’s hydrophobic
core, an increased size of the interface between its domains
and/or subunits, and a more tightly packed core as evidenced by
a reduced surface-to-volume ratio.

The fact that the proteins of hyperthermophiles and mesophiles
are homologous and carry out much the same functions indicates
that mesophilic proteins are by no means maximally stable. This, in
turn, strongly suggests that the marginal stability of most proteins
under physiological conditions (averaging ~0.4 kJ+ mol~" of amino
acid residues) is an essential property that has arisen through natu-
ral selection. Perhaps this marginal stability helps confer the struc-
tural flexibility that many proteins require to carry out their
physiological functions.
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PROCESS DIAGRAM

effectiveness as denaturants stems from their ability to disrupt
hydrophobic interactions, although their mechanism of action is not
well understood.

Many Denatured Proteins Can Be Renatured. In 1957, the elegant exper-
iments of Christian Anfinsen on ribonuclease A (RNase A) showed that pro-
teins can be denatured reversibly. RNase A, a 124-residue single-chain
protein, is completely unfolded and its four disulfide bonds reductively
cleaved in an 8 M urea solution containing 2-mercaptoethanol. Dialyzing
away the urea and reductant and exposing the resulting solution to O, at
pH 8 (which oxidizes the SH groups to form disulfides) yields a protein that is
virtually 100% enzymatically active and physically indistinguishable from na-
tive RNase A (Fig. 6-38). The protein must therefore renature spontaneously.

The renaturation of RNase A demands that its four disulfide bonds re-
form. The probability of one of the eight Cys residues randomly forming a
disulfide bond with its proper mate among the other seven Cys residues is 1/7;

Native
(active)

Denatured

Removal of only the
mercaptoethanol allows the
disulfide bonds to reform in
the denatured protein.

Subsequent removal of the urea
generates an enyzmatically inactive
protein in which the disulfide bonds
have formed at random.

8 M urea denatures the
1) protein, and mercaptoethanol
cleaves its disulfide bonds.

Native
(active)

Removal of the denaturant (urea) and
reductant (mercaptoethanol) allows the
protein to renature and re-form disulfide
bonds in the presence of oxygen.

Adding a small amount of mercaptoethanol to
5 the scrambled protein in the absence of O,
catalyzes its conversion to the active enzyme
through disulfide interchange reactions that
allow the native disulfide bonds to form.

Scrambled (inactive)

FIG. 6-38 Denaturation and renaturation of RNase A. The polypeptide is represented by a blue line, with its disulfide bonds in yellow.



that of one of the remaining six Cys residues then randomly forming its proper
disulfide bond is 1/5; etc. Thus the overall probability of RNase A re-forming

its four native disulfide links at random is

LIVE VS B

l X X -

7 5 3 1 105

Clearly, the disulfide bonds do not randomly re-form under renaturing con-
ditions, since, if they did, only 1% of the refolded protein would be catalyt-
ically active. Indeed, if the RNase A is reoxidized in 8 M urea so that its
disulfide bonds re-form while the polypeptide chain is a random coil, then
after removal of the urea, the RNase A is, as expected, only ~1% active
(Fig. 6-38, Steps 3—4). This “scrambled” protein can be made fully active by
exposing it to a trace of 2-mercaptoethanol, which breaks the improper disul-
fide bonds and allows the proper bonds to form. Anfinsens work demonstrated
that proteins can fold spontaneously into their native conformations under physi-
ological conditions. This implies that a protein’s primary structure dictates its three-
dimensional structure.

C Proteins Are Dynamic

The static way that protein structures are usually portrayed may leave the false
impression that proteins have fixed and rigid structures. In fact, proteins are
flexible and rapidly fluctuating molecules whose structural mobilities are func-
tionally significant. Groups ranging in size from individual side chains to en-
tire domains or subunits may be displaced by up to several angstroms through
random intramolecular movements or in response to a trigger such as the bind-
ing of a small molecule. Extended side chains, such as Lys, and the N- and
C-termini of polypeptide chains are especially prone to wave around in solu-
tion because there are few forces holding them in place.

Theoretical calculations by Martin Karplus indicate that a protein’s native
structure probably consists of a large collection of rapidly interconverting con-
formations that have essentially equal stabilities (Fig. 6-39). Conformational
flexibility, or breathing, with structural displacement of up to ~2 A, allows
small molecules to diffuse in and out of the interior of certain proteins. In
some cases, a protein’s conformational flexibility includes two stable alterna-
tives in dynamic equilibrium. A change in cellular conditions, such as pH or
oxidation state, or the presence of a binding partner can tip the balance
toward one conformation or the other.

Some Proteins Contain Unfolded Regions. An entire protein or a long
polypeptide segment (>30 residues) may lack defined structure in its native
state. Such intrinsically disordered proteins are characterized by sequences
rich in certain polar and charged amino acids (Gln, Ser, Pro, Glu, Lys, Gly,
and Ala) and lacking in bulky hydrophobic groups (Val, Leu, Ile, Met, Phe,
Trp, and Tyr). Sequence analysis suggests that approximately 33% of eukary-
otic proteins may contain long disordered segments, whereas only a few per-
cent of prokaryotic proteins do.

Most intrinsically disordered proteins adopt a specific secondary or terti-
ary structure when they bind to some other molecule. For example, the tran-
scription factor known as CREB (cyclic AMP response element-binding
protein) is disordered when free in solution but folds to an ordered confor-

FIG. 6-39 Molecular dynamics of myoglobin. Several “snapshots” of the protein
calculated at intervals of 5 X 107 '? s are superimposed. The backbone is blue, the heme
group is yellow, and the His side chain linking the heme to the protein is orange. [Courtesy
of Martin Karplus, Harvard University.]

161
Section 4 Protein Stability




162

FIG. 6-40 Conformational change in a CREB domain. The

backbone of the kinase-inducible domain (KID) of CREB is drawn as a

pink worm. It is unstructured when free in solution (leff) but becomes two

perpendicular helices when it forms a complex with the KID-binding —
domain of another protein (shown with its solvent-accessible surface in

gray, right). The KID residues Ser 133, which has a covalently attached

phosphoryl group, and Leu 141 are drawn in ball-and-stick form with C

green, O red, and P yellow. [Courtesy of Peter Wright, Scripps Research

Institute, La Jolla, California. PDBid 1KDX]

CHECKPOINT mation when it interacts with the CREB-binding protein (Fig. 6-40).

'''' . Descr|bethehydropath|c mdexplotfora Apparently, the increased flexibility of disordered protein segments enables

fibrous protein such as collagen or keratin. them to perform a relatively unhindered conformational search when binding

« Describe the forces that stabilize proteins,  t© their target molecules. It has also been suggested that a structured globular

and rank their relative importance. protein would have to be two to three times larger than a disordered protein
+ Summarize the results of Anfinsen’s exper- O provide the same size intermolecular interface, and hence the use of disor-
iment with RNase A. dered proteins provides genetic economy and reduces intracellular crowding.

¢ Why would it be advantageous for a pro-
tein or a segment of a protein to lack
defined secondary or tertiary structure?

9 Protein Folding

.KEY CONCEPTS

* A folding protein follows a pathway from high energy and high entropy to low
energy and low entropy.

* Protein disulfide isomerase catalyzes disulfide bond formation.

* A variety of molecular chaperones assist protein folding via an ATP-dependent
bind-and-release mechanism.

* Amyloid diseases result from protein misfolding.

e The misfolded proteins form fibrils containing extensive  structure.

Studies of protein stability and renaturation suggest that protein folding is di-
rected largely by the residues that occupy the interior of the folded protein.
But how does a protein fold to its native conformation? One might guess that
this process occurs through the protein’s random exploration of all the con-
formations available to it until it eventually stumbles onto the correct one. A
simple calculation first made by Cyrus Levinthal, however, convincingly
demonstrates that this cannot possibly be the case: Assume that an 7-residue
protein’s 2” torsion angles, ¢ and {5, each have three stable conformations.
This yields 3*” = 10” possible conformations for the protein (a gross under-
estimate because we have completely neglected its side chains). Then, if the
protein could explore a new conformation every 10" s (the rate at which
single bonds reorient), the time 7 in seconds, required for the protein to ex-
plore all the conformations available to it is

10"
1= 1013
For a small protein of 100 residues, r = 10%” s, which is immensely greater

than the apparent age of the universe (~13.7 billion years = 4.3 X 10 s).
Clearly, proteins must fold more rapidly than this.

A Proteins Follow Folding Pathways

Experiments have shown that many proteins fold to their native conformations
in less than a few seconds. This is because proteins fold to their native confor-
mations via directed pathways rather than stumbling on them through random



FIG. 6-41 Hypothetical protein folding pathway. This example shows a linear
pathway for folding a two-domain protein. [After Goldberg, M.E., Trends Biochem. Sci. 10,
389 (198b)]

conformational searches. Thus, as a protein folds, its conformational stability in-
creases sharply (i.e., its free energy decreases sharply), which makes folding a
one-way process. A hypothetical folding pathway is diagrammed in Fig. 6-41.

Experimental observations indicate that protein folding begins with the for-
mation of local segments of secondary structure (a helices and B sheets). This
early stage of protein folding is extremely rapid, with much of the native sec-
ondary structure in small proteins appearing within 5 ms of the initiation of
folding. Since native proteins contain compact hydrophobic cores, it is likely
that the driving force in protein folding is what has been termed a hydropho-
bic collapse. The collapsed state is known as a molten globule, a species that
has much of the secondary structure of the native protein but little of its ter-
tiary structure. Theoretical studies suggest that helices and sheets form in part
because they are particularly compact ways of folding a polypeptide chain.

Over the next 5 to 1000 ms, the secondary structure becomes stabilized
and tertiary structure begins to form. During this intermediate stage, the na-
tivelike elements are thought to take the form of subdomains that are not yet
properly docked to form domains. In the final stage of folding, which for
small, single-domain proteins occurs over the next few seconds, the protein
undergoes a series of complex rearrangements in which it attains its relatively
stable internal side chain packing and hydrogen bonding while it expels the
remaining water molecules from its hydrophobic core.

In multidomain and multisubunit proteins, the respective units then as-
semble in a similar manner, with a few slight conformational adjustments re-
quired to produce the protein’s native tertiary or quaternary structure. Thus,
proteins appear to fold in a hierarchical manner, with small local elements of struc-
ture forming and then coalescing to yield larger elements, which coalesce with other
such elements to form yet larger elements, etc.

Folding, like denaturation, appears to be a cooperative process, with small
elements of structure accelerating the formation of additional structures. A
folding protein must proceed from a high-energy, high-entropy state to a low-
energy, low-entropy state. This energy—entropy relationship, which is dia-
grammed in Fig. 6-42, is known as a folding funnel. An unfolded
polypeptide has many possible conformations (high entropy). As it folds into
an ever-decreasing number of possible conformations, its entropy and free en-
ergy decrease. The energy—entropy diagram is not a smooth valley but a jagged

Entropy

Energy

Native structure Proc. Natl. Acad. Sci. 92, 3626 (1995))]
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FIG. 6-42 Energy-entropy diagram for protein folding. The width of the diagram
represents entropy, and the depth, the energy. The unfolded polypeptide proceeds from a
high-entropy, disordered state (wide) to a single low-entropy (narrow), low-energy native
conformation. [After Onuchic, J.N., Wolynes, PG, Luthey-Schulten, Z, and Socci, N.D,



164

Chapter 6 Proteins: Three-Dimensional Structure landscape. Minor clefts and gullies represent conformations that are temporar-
ily trapped until, through random thermal activation, they overcome a slight
“uphill” free energy barrier and can then proceed to a lower energy conforma-
tion. Evidently, proteins have evolved to have efficient folding pathways as well
as stable native conformations.

Understanding the process of protein folding as well as the forces that sta-
bilize folded proteins is essential for elucidating the rules that govern the re-
lationship between a protein’s amino acid sequence and its three-dimensional
structure. Such information will prove useful in predicting the structures of
the millions of proteins that are known only from their sequences (Box 6-4).

Protein Disulfide Isomerase Acts during Protein Folding. Even under op-
timal experimental conditions, proteins often fold more slowly in vitro than
they fold in vivo. One reason is that folding proteins often form disulfide
bonds not present in the native proteins, and then slowly form native disul-
fide bonds through the process of disulfide interchange. Protein disulfide iso-
merase (PDI) catalyzes this process. Indeed, the observation that RNase A
folds so much faster 77 vivo than in vitro led Anfinsen to discover this enzyme.

PDI binds to a wide variety of unfolded polypeptides via a hydrophobic
patch on its surface. A Cys—SH group on reduced (SH-containing) PDI re-
acts with a disulfide group on the polypeptide to form a mixed disulfide and
a Cys—SH group on the polypeptide (Fig. 6-434). Another disulfide group

SH
Reduced SH
PDI 1 ﬁ
Si—j 2
.@ SH !
4
3
2
Nonnative S-S bonds Mixed disulfide Native S-S bonds
(®)
Oxidized
PDI Reduced
@ > @ SH  pDI
f) N N
SH D) »
SH yZ
_~ _~
A D
Reduced protein Mixed disulfide Oxidized (native) protein
FIG. 6-43 Mechanism of protein disulfide isomerase. containing) PDI catalyzes the initial formation of a polypeptide’s
(a) Reduced (SH-containing) PDI catalyzes the rearrangement of a disulfide bonds through the formation of a mixed disulfide. Reduced
polypeptide’s non-native disulfide bonds via disulfide interchange PDI can then react with a cellular oxidizing agent to regenerate

reactions to yield native disulfide bonds. (b) Oxidized (disulfide- oxidized PDI. @ See the Animated Figures.
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Box 6-4 Perspectives
In Biochemistry
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Around 7 million polypeptide sequences are known, yet the struc-
tures of only ~80,000 proteins have been determined. Consequently,
there is a need to develop robust techniques for predicting a
protein’s structure from its amino acid sequence. This represents
a formidable challenge but promises great rewards in terms of
understanding protein function, identifying diseases related to
abnormal protein sequences, and designing drugs to alter protein
structure or function.

There are several major approaches to protein structure predic-
tion. The simplest and most reliable approach, homology modeling,
aligns the sequence of interest with the sequence of a homolo-
gous protein or domain of known structure—compensating for
amino acid substitutions, insertions, and deletions—through model-
ing and energy minimization calculations. This method yields reli-
able models for proteins that have as little as 25% sequence
identity with a protein of known structure, although, of course, the
accuracy of the model increases with the degree of sequence
identity. The emerging field of structural genomics, which seeks
to determine the X-ray structures of all representative domains, is
aimed at expanding this predictive technique. The identification of
structural homology is likely to provide clues as to a protein’s
function even with imperfect structure prediction.

Distantly related proteins may be structurally similar even
though they have diverged to such an extent that their sequences
show no obvious resemblance. Threading is a computational
technique that attempts to determine the unknown structure of a
protein by ascertaining whether it is consistent with a known
protein structure. It does so by placing (threading) the unknown
protein’s residues along the backbone of a known protein struc-
ture and then determining whether the amino acid side chains of
the unknown protein are stable in that arrangement. This method
is not yet reliable, although it has yielded encouraging results.

Empirical methods based on experimentally determined statisti-
cal information such as the a helix and B sheet propensities de-
duced by Chou and Fasman (Table 6-1) have been moderately
successful in predicting the secondary structures of proteins. Their
main drawback is that neighboring residues in a polypeptide
sometimes exert strong influence on a given residue’s tendency to
form a particular secondary structure.

Since the native structure of a protein ultimately depends on
its amino acid sequence, it should be possible, in principle, to
predict the structure of a protein based only on its chemical and
physical properties (e.g, the hydrophobicity, size, hydrogen-bonding
propensity, and charge of each of its amino acid residues). The
most successful of these ab initio (from the beginning) methods
is the Rosetta program formulated by David Baker. To satisfy the
program’s computational needs, a volunteer network of ~100,000
computers, known as Rosetta@home, provides the 500,000 or so
hours of processing time required to generate a structure. Two
examples of successful protein structure prediction by Rosetta
appear above, marked (a) and (b). The predicted model (gray) for
each of these bacterial proteins is superimposed on the experi-
mentally determined X-ray structure, colored in rainbow order from
N-terminus (blue) to C-terminus (red) with core side chains drawn
as sticks.

Protein design, the experimental inverse of protein structure
prediction, has provided insights into protein folding and stability.
Protein design attempts to construct an amino acid sequence that
will form a structure such as a sandwich of B sheets or a bundle
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Protein Structure Prediction and Protein Design

of a helices. The designed polypeptide is then chemically or bio-
logically synthesized, and its structure is determined. Experimental
results suggest that the greatest challenge of protein design may
lie not in getting the polypeptide to fold to the desired conforma-
tion but in preventing it from folding into other unwanted confor-
mations. In this respect, science lags far behind nature.

The first wholly successful de novo (beginning anew) protein
design, accomplished by Stephen Mayo, was for a 28-residue Bpa
motif that has a backbone conformation designed to resemble a
zinc finger (Fig. 6-37) but that contains no stabilizing metal ions.
A computational design process considered the interactions
among side chain and backbone atoms, screened all possible
amino acid sequences, and, in order to take into account side
chain flexibility, tested all sets of energetically allowed torsion
angles for each side chain. The number of amino acid sequences
to be tested was limited to 1.9 X 10?7, representing 1.1 X 10°2
possible conformations! The design process yielded an optimal
sequence of 28 residues, which was chemically synthesized and
its structure determined by NMR spectroscopy. The designed
protein, called FSD-1, closely resembled its predicted structure,
and its backbone conformation (blue) was nearly superimposable
on that of a known zinc finger motif (red). Although FSD-1 is
relatively small, it folds into a unique stable structure, thereby
demonstrating the power of protein design techniques.

[Figures courtesy of Gautam Dantas, Washington University School of
Medicine; PDBids 1WHZ and 2HHG6; and Stephen Mayo, California
Institute of Technology.]
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on the polypeptide, brought into proximity by the spontaneous folding of the
polypeptide, is attacked by this Cys—SH group. The newly liberated Cys—SH
group then repeats this process with another disulfide bond, and so on, ulti-
mately yielding the polypeptide containing only native disulfide bonds, along
with regenerated PDI.

Oxidized (disulfide-containing) PDI also catalyzes the initial formation of
a polypeptide’s disulfide bonds by a similar mechanism (Fig. 6-436). In this
case, the reduced PDI reaction product must be reoxidized by cellular oxidiz-
ing agents in order to repeat the process.

B Molecular Chaperones Assist Protein Folding

Proteins begin to fold as they are being synthesized, so the renaturation of a
denatured protein 7z vitro may not entirely mimic the folding of a protein
in vivo. In addition, proteins fold in vivo in the presence of extremely high
concentrations of other proteins with which they can potentially interact.
Molecular chaperones are essential proteins that bind to unfolded and partially
Jolded polypeptide chains to prevent the improper association of exposed hydropho-
bic segments that might lead to nonnative folding as well as polypeptide aggrega-
tion and precipitation. This is especially important for multidomain and
multisubunit proteins, whose components must fold fully before they can
properly associate with each other. Molecular chaperones also induce misfolded
proteins to refold to their native conformations.

Many molecular chaperones were first described as heat shock proteins
(Hsp) because their rate of synthesis is increased at elevated temperatures.
Presumably, the additional chaperones are required to recover heat-denatured
proteins or to prevent misfolding under conditions of environmental stress.

Most Chaperones Require ATP. There are several classes of molecular chap-
erones in both prokaryotes and eukaryotes, including the following:

1. The Hsp70 family of proteins are highly conserved 70-kD proteins in
both prokaryotes and eukaryotes. In association with the cochaperone
protein Hsp40, they facilitate the folding of newly synthesized pro-
teins and reverse the denaturation and aggregation of proteins. Hsp70
proteins also function to unfold proteins in preparation for their trans-
port through membranes (Section 9-4D) and to subsequently refold
them.

2. Trigger factor is a ribosome-associated chaperone in prokaryotes that
prevents the aggregation of polypeptides as they emerge from the ri-
bosome (Section 27-5A). Trigger factor and Hsp70 are the first chap-
erones a newly made prokaryotic protein encounters. Subsequently,
many partially folded proteins are handed off to other chaperones to
complete the folding process. Eukaryotes lack trigger factor but con-
tain other small chaperones that have similar functions.

3. The chaperonins form large, multisubunit, cagelike assemblies in both
prokaryotes and eukaryotes. They bind improperly folded proteins and
induce them to refold inside an internal cavity (see below).

4. The Hsp90 proteins are eukaryotic proteins that mainly facilitate the
late stages of folding of proteins involved in cellular signaling
(Chapter 13). Hsp90 proteins are among the most abundant proteins
in eukaryotes, accounting for up to 6% of cellular protein under stress-
ful conditions that destabilize proteins.

All of these molecular chaperones operate by binding to an unfolded or ag-
gregated polypeptide’s solvent-exposed hydrophobic surface and subsequently
releasing it, often repeatedly, in a manner that facilitates its proper folding.
Most molecular chaperones are ATPases, that is, enzymes that catalyze the



hydrolysis of ATP (adenosine triphosphate) to ADP (adenosine diphosphate)
and P; (inorganic phosphate):

ATP + H,0 —ADP + P,

The favorable free energy change of ATP hydrolysis drives the chaperone’s
bind-and-release reaction cycle.

The GroEL/ES Chaperonin Forms Closed Chambers in Which Proteins
Fold. The chaperonins in E. coli consist of two types of subunits named
GroEL and GroES. The X-ray structure of a GroEL-GroES—(ADP), complex
(Fig. 6-44), determined by Arthur Horwich and Paul Sigler, reveals fourteen
identical 549-residue GroEL subunits arranged in two stacked rings of seven
subunits each. This complex is capped at one end by a domelike heptameric
ring of 97-residue GroES subunits to form a bullet-shaped complex with C,
symmetry. The two GroEL rings each enclose a central chamber with a diam-
eter of ~45 A in which partially folded proteins fold to their native confor-
mations. A barrier in the center of the complex (Fig. 6-44¢) prevents a folding
protein from passing between the two GroEL chambers. The GroEL ring that
contacts the GroES heptamer is called the cis ring; the opposing GroEL ring
is known as the trans ring.

ATP Binding and Hydrolysis Drive the Conformational Changes in
GroEL/ES. Each GroEL subunit has a binding pocket for ATP that catalyzes
the hydrolysis of its bound ATP to ADP + P, When the cis ring subunits
hydrolyze their bound ATP molecules and release the product P, the protein
undergoes a conformational change that widens and elongates the cis inner
cavity so as to more than double its volume from 85,000 A% t0 175,000 A°. (In
the structure shown in Fig. 6-44, the cis ring has already hydrolyzed its seven
molecules of ATP to ADP) The expanded cavity can enclose a partially folded
substrate protein of at least 70 kD. All seven subunits of the GroEL ring act

() (b)
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FIG. 6-44 X-Ray structure of the GroEL-GroES-(ADP),
complex. (a) A space-filling drawing as viewed perpendicularly to the
complex’s sevenfold axis with the GroES ring orange, the cis ring of
GroEL green, and the trans ring of GroEL red with one subunit of
each ring shaded more brightly. The dimensions of the complex are
indicated. Note the different conformations of the two GroEL rings.
The ADPs, whose binding sites are in the base of each cis ring

GroEL subunit, are not seen because they are surrounded by protein.

(b) As in Part a but viewed along the sevenfold axis. (c) As in Part a
but with the two GroEL subunits closest to the viewer in both the cis
and trans rings removed to expose the interior of the complex. The
level of fog increases with the distance from the viewer. Note the
much larger size of the cavity formed by the cis ring and GroES in
comparison to that of the trans ring. [Based on an X-ray structure by
Paul Sigler, Yale University. PDBid 1AON]
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Chapter 6 Proteins: Three-Dimensional Structure in concert; that is, they are mechanically linked such that they change their
conformations simultaneously.

The cis and trans GroEL rings undergo conformational changes in a recip-

rocating fashion, with events in one ring influencing events in the other ring.

The entire GroEL/ES chaperonin complex functions as follows (Fig. 6-45):

PROCESS DIAGRAM

1. One GroEL ring that has bound 7 ATP also binds an improperly folded

substrate protein, which associates with hydrophobic patches that line the
inner wall of the GroEL chamber. The GroES cap then binds to the
GroEL ring like a lid on a pot, inducing a conformational change in the
resulting cis ring that buries the hydrophobic patches, thereby depriving
the substrate protein of its binding sites. This releases the substrate pro-
tein into the now enlarged and closed cavity, where it commences fold-
ing. The cavity, which is now lined only with hydrophilic groups, provides
the substrate protein with an isolated microenvironment that prevents it
from nonspecifically aggregating with other misfolded proteins. Moreover,
the conformational change that buries GroELs hydrophobic patches
stretches and thereby partially unfolds the improperly folded substrate
protein before it is released. This rescues the substrate protein from a lo-
cal energy minimum in which it had become trapped (Fig. 6-42), thereby
permitting it to continue its conformational journey down the folding
funnel toward its native state (the state of lowest free energy).

2. Within, ~10 s (the time the substrate protein has to fold), the cis ring

catalyzes the hydrolysis of its 7 bound ATPs to ADP + P; and the P,

GroES cap binds to the GroEL ring. This induces a
conformational change in the now cis ring, which
releases the improperly folded protein into the
enlarged cavity where it commences to refold.

Substrate
protein

cis ring

1

The trans ring with its
bound ATP now

Turn 180° becomes the cis ring.
Better
+ 7GDD + folded
GroES protein

The cis ring releases
. GroES cap, ADP, and a
“ better-folded substrate
protein.

trans ring

binding GroES to GroEL.

Within ~10 s the cis ring

catalyzes the hydrolysis of its

7 bound ATPs and releases 2

the resulting P;, which

weakens the interactions 7

A second molecule of improperly
folded substrate protein binds to
the trans ring, followed by 7 ATP.

3

7 @ Improperly

—

folded protein

FIG. 6-45 Reaction cycle of the GroEL/ES chaperonin. The protein complex is colored as in Fig. 6-44. See the text for an explanation.



is released. The absence of ATP’s y phosphate group weakens the in-
teractions that bind GroES to GroEL.

3. A second molecule of improperly folded substrate protein binds to the
trans ring followed by 7 ATP. Conformational linkages between the cis
and trans rings prevent the binding of both substrate protein and ATP
to the trans ring until the ATP in the cis ring has been hydrolyzed.

4. The binding of substrate protein and ATP to the trans ring conforma-
tionally induces the cis ring to release its bound GroES, 7 ADD, and
the presumably now better-folded substrate protein. This leaves ATP
and substrate protein bound only to the trans ring of GroEL, which
now becomes the cis ring as it binds GroES.

Steps 1 through 4 are then repeated. The GroEL/ES system expends 7 ATPs
per folding cycle. If the released substrate protein has not achieved its native
state, it may subsequently rebind to GroEL (a substrate protein that has
achieved its native fold lacks exposed hydrophobic groups and hence cannot
rebind to GroEL). Typically, only ~5% of substrate proteins fold to their na-
tive state in each reaction cycle. Thus, to fold half the substrate protein pres-
ent would require log(1 — 0.5)/log(1 — 0.05) = 14 reaction cycles and hence
7 X 14 = 98 ATPs (which appears to be a profligate use of ATP but consti-
tutes only a small fraction of the thousands of ATPs that must be hydrolyzed
to synthesize a typical polypeptide and its component amino acids). Because
protein folding occurs alternately in the two GroEL rings, the proper func-
tioning of the chaperonin requires both GroEL rings, even though their two
cavities are unconnected.

Experiments indicate that the GroEL/ES system interacts with only a sub-
set of E. coli proteins, most with molecular masses in the range 20 to 60 kD.
These proteins tend to contain two or more o/ domains that mainly consist
of open 3 sheets. Such proteins are expected to fold only slowly to their na-
tive state because the formation of hydrophobic sheets requires a large num-
ber of specific long-range interactions. Proteins dissociate from GroEL/ES after
folding, but some frequently revisit the chaperonin, apparently because they
are structurally labile or prone to aggregate and must return to GroEL for pe-
riodic maintenance.

Eukaryotic cells contain the chaperonin TRiC, with double rings of eight
nonidentical subunits, each of which resembles a GroEL subunit. However,
the TRiC proteins contain an additional segment that acts as a built-in lid, so
the complex encloses a polypeptide chain and mediates protein folding with-
out the assistance of a GroES-like cochaperone. Like its bacterial counterpart,
TRiC operates in an ATP-dependent fashion. Around 10% of eukaryotic
proteins transiently interact with TRiC.

C Some Diseases Are Caused by Protein Misfolding

Most proteins in the body maintain their native conformations or, if they

become partially denatured, are either renatured through the auspices of
molecular chaperones or are proteolytically degraded (Section 21-1). However,
at least 35 different—and usually fatal—human diseases are associated with
the extracellular deposition of normally soluble proteins in certain tissues in
the form of insoluble fibrous aggregates (Table 6-4). The aggregates are known
as amyloids, a term that means starchlike because it was originally thought
that the material resembled starch.

The diseases known as amyloidoses are a set of relatively rare inherited
diseases in which mutant forms of normally occurring proteins [e.g.,
lysozyme, an enzyme that hydrolyzes bacterial cell walls (Section 11-4), and
fibrinogen, a blood plasma protein that is the precursor of fibrin, which forms
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TABLE 6-4 Some Protein Misfolding

Diseases

Disease

Defective Protein

Alzheimer’s disease

Amyotrophic lateral
sclerosis

Huntington’s disease

Lysozyme amyloidosis

Hereditary renal
amyloidosis

Parkinson’s disease

Transmissible spongiform
encephalopathies (TSEs)

Amyloid-B protein

Superoxide
dismutase

Huntingtin with
polyglutamate
expansion

Lysozyme

Fibrinogen

a-Synuclein

Prion protein
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FIG. 6-46 Brain tissue from an individual

with Alzheimer’s disease. The two circular
objects in this photomicrograph are plaques that
consist of amyloid deposits of AR protein
surrounded by a halo of neurites (axons and
dendrites) from dead and dying neurons.
[Courtesy of Dennis Selkoe and Marcia Podlisny,
Harvard University Medical School.

FIG. 6-47 Electron micrograph of a
cluster of partially proteolyzed prion rods.
The black dots are colloidal gold beads that are
coupled to anti-PrP antibodies adhering to the
PrP. [Courtesy of Stanley Prusiner, University of
California at San Francisco Medical Center.]

blood clots (Box 11-4)] accumulate in a variety of tissues as amyloids. The
symptoms of amyloidoses usually do not become apparent until the third to

seventh decade of life and typically progress over 5 to 15 years, ending in
death.

Amyloid-B Protein Accumulates in Alzheimer’s Disease. Alzheimer’s dis-
ease, a neurodegenerative condition that strikes mainly the elderly, causes dev-
astating mental deterioration and eventual death (it affects ~10% of those
over 65 and ~50% of those over 85). It is characterized by brain tissue con-
taining abundant amyloid plaques (deposits) surrounded by dead and dying
neurons (Fig. 6-46). The amyloid plaques consist mainly of fibrils of a 40- to
42-residue protein named amyloid-B protein (AB). AB is a fragment of a
770-residue membrane protein called the A precursor protein (BPP), whose
normal function is unknown. A is excised from BPP in a muldstep process
through the actions of two proteolytic enzymes dubbed B- and ‘y-secretases.
The neurotoxic effects of AR begin even before significant amyloid deposits
appear (see below).

The age dependence of Alzheimer’s disease suggests that AR deposition is
an ongoing process. Indeed, several rare mutations in the BPP gene that in-
crease the rate of AB production result in the onset of Alzheimer’s disease as
early as the fourth decade of life. A similar phenomenon occurs in individu-
als with Down’s syndrome, a condition characterized by mental retardation
and a distinctive physical appearance caused by the trisomy (3 copies per cell)
of chromosome 21 rather than the normal two copies. These individuals in-
variably develop Alzheimer’s disease by their 40th year because the gene
encoding BPP is located on chromosome 21 and hence individuals with
Down’s syndrome produce BPP and presumably AP at an accelerated rate.
Consequently, a promising strategy for halting the progression of Alzheimer’s
disease is to develop drugs that inhibit the action of the - and/or y-secretases
so as to decrease the rate of AR production.

Prion Diseases Are Infectious. Certain diseases that affect the mammalian
central nervous system were originally thought to be caused by “slow viruses”
because they take months, years, or even decades to develop. Among them are
scrapie (a neurological disorder of sheep and goats), bovine spongiform
encephalopathy (BSE or mad cow disease), and kuru (a degenerative brain
disease in humans that was transmitted by ritual cannibalism among the Fore
people of Papua New Guinea; kuru means “trembling”). There is also a
sporadic (spontaneously arising) human disease with similar symptoms,
Creutzfeldt—Jakob disease (CJD), which strikes one person per million per
year and which may be identical to kuru. In all of these invariably fatal dis-
eases, neurons develop large vacuoles that give brain tissue a spongelike mi-
croscopic appearance. Hence the diseases are collectively known as
transmissible spongiform encephalopathies (TSEs).

Unlike other infectious diseases, the TSEs are not caused by a virus or mi-
croorganism. Indeed, extensive investigations have failed to show that they are
associated with any nucleic acid. Instead, as Stanley Prusiner demonstrated for
scrapie, the infectious agent is a protein called a prion (for proteinaceous
infectious particle that lacks nucleic acid) and hence TSEs are alternatively called
prion diseases. The scrapie prion, which is named PrP (for Prion Protein),
consists of 208 mostly hydrophobic residues. This hydrophobicity causes par-
tially proteolyzed PrP to aggregate as clusters of rodlike particles that closely
resemble the amyloid fibrils seen on electron microscopic examination of
prion-infected brain tissue (Fig. 6-47). These fibrils presumably form the amy-
loid plaques that accompany the neuronal degeneration in TSEs.

How are prion diseases transmitted? PrP is the product of a normal cel-
lular gene that has no known function (genetically engineered mice that fail
to express PrP appear to be normal). Infection of cells by prions somehow



alters the PrP protein. Various methods have demonstrated that the scrapie
form of PrP (PrP>) is identical to normal cellular PrP (PrP) in sequence but
differs in secondary and/or tertiary structure. This suggests that PrP™ induces
PrP€ to adopt the conformation of PrP™, that is, a small amount of PrP*° trig-
gers the formation of additional PrP* from PrP®, which triggers more PrP>
to form, and so on. This accounts for the observation that mice that do not
express the gene encoding PrP cannot be infected with scrapie.

Human PrP€ consists of a disordered (and hence unseen) 98-residue
N-terminal “tail” and a 110-residue C-terminal globular domain containing
three o helices and a short two-stranded antiparallel B sheet (Fig. 6-484).
Unfortunately, the insolubility of PrP* has precluded its structural determi-
nation, but spectroscopic methods indicate that it has a lower o helix content
and a higher B sheet content than PrP®. This suggests that the protein has re-
folded (Fig. 6-484). The high B sheet content of PrP> presumably facilitates
the aggregation of PrP> as amyloid fibrils (see below).

Prion diseases can be transmitted by the consumption of nerve tissue from
infected individuals, as illustrated by the incidence of BSE. This disease was
unknown before 1985 but reached epidemic proportions among cattle in the
U.K. in 1993. The rise in BSE reflects the practice, beginning in the 1970s,
of feeding cattle preparations of meat and bone meal that were derived from
other animals by a method that failed to inactivate prions. The BSE epidemic
abated due to the banning of such feeding in 1988, together with the slaugh-
ter of a large number of animals at risk for having BSE. However, it is now
clear that BSE was transmitted to humans who ate meat from BSE-infected
cattle: Some 200 cases of so-called new variant CJD have been reported to
date, almost entirely in the U.K., many of which occurred in teenagers and
young adults. Yet before 1994, CJD under the age of 40 was extremely rare.
It should be noted that the transmission of BSE from cattle to humans was
unexpected: Scrapie-infected sheep have long been consumed worldwide and
yet the incidence of CJD in mainly meat-eating countries such as the U.K.
(in which sheep are particularly abundant) was no greater than that in largely
vegetarian countries such as India.

()

FIG. 6-48 Prion protein conformations. (a) The NMR structure of human prion
protein (PrPC). The protein, missing its first 23 residues, is drawn in ribbon form with
helices red, B sheets green, and other segments orange. Its disulfide bond is shown in yellow.
(b) A plausible model for the structure of PrPS® represented as in Part a. Note the
formation of structure in what was the flexibly disordered N-terminal region. [Courtesy of
Fred Cohen, University of California at San Francisco. Part a based on an NMR structure
by Kurt Withrich, Eidgendssische Technische Hochschule, Zurich, Switzerland. PDBid
1QLX]
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CHECKPOINT

Describe the energy and entropy changes
that occur during protein folding.

Explain why it is important for protein
disulfide isomerase to catalyze both the
breaking and formation of disulfide bonds.
How does protein renaturation in vitro
differ from protein folding in vivo?

Explain why a protein such as RNase A
can be easily denatured and renatured

in vitro, whereas most proteins that are
denatured do not refold property in vitro.
Explain the role of ATP in the action of
Hsp70 and GroEL/ES.

Why would cells need more than one type
of chaperone?

Why do proteins vary in their need for
chaperones?

What are amyloid fibrils, what is their
origin, and why are they harmful?

Explain what must happen in order for a
folded globular protein to form an amyloid
fiber.

Why are amyloid diseases more common
in older individuals?

FIG. 6-49 Model of an amyloid fibril. (a) The model, based on X-ray fiber diffraction
measurements, is viewed normal to the fibril axis (above) and along the fibril axis (below).
The arrowheads indicate the path but not necessarily the direction of the B strands.

(b) A single B sheet, which is shown for clarity. The loop regions connecting the B strands
have unknown structure. [Courtesy of Colin Blake, Oxford University, Oxford, UK, and
Louise Serpell, University of Cambridge, U.K]

Amyloid Fibrils Are B Sheet Structures. The amyloid fibers that charac-
terize the amyloidoses, Alzheimer’s disease, and the TSEs are built from pro-
teins that exhibit no structural or functional similarities in their native states.
In contrast, the appearance of their fibrillar forms is strikingly similar.
Spectroscopic analysis of amyloid fibrils indicates that they are rich in
B structure, with individual B strands oriented perpendicular to the fiber axis
(Fig. 6-49). Furthermore, the ability to form amyloid fibrils is not unique
to the small set of proteins associated with specific diseases. Under the ap-
propriate conditions, almost any protein can be induced to aggregate. Thus,
the ability to form amyloid may be an intrinsic property of all polypeptide chains.

A variety of experiments indicate that amyloidogenic mutant proteins are
significantly less stable than their wild-type counterparts (e.g., they have sig-
nificantly lower melting temperatures). This suggests that the partially un-
folded, aggregation-prone forms are in equilibrium with the native
conformation even under conditions in which the native state is thermody-
namically stable [keep in mind that the equilibrium ratio of unfolded (U)
to native (N) protein molecules in the reaction N = U is governed by
Eq. 1-17: K, = [U]/[N] = ¢ ACRT where AG® is the standard free energy of
unfolding, so that as AG®" decreases, the equilibrium proportion of U in-
creases]. It is therefore likely that fibril formation is initiated by the associa-
tion of the B domains of two or more partially unfolded amyloidogenic
proteins to form a more extensive 3 sheet. This would provide a template or
nucleus for the recruitment of additional polypeptide chains to form the grow-
ing fibril. Since most amyloid diseases require several decades to become symp-
tomatic, the development of an amyloid nucleus must be a rare event. Once
an amyloid fiber begins to grow, however, its development is more rapid.

The factors that trigger amyloid formation remain obscure, even when
mutations (in the case of hereditary amyloidoses) or infection (in the case of
TSEs) appear to be the cause. After it has formed, an amyloid fibril is virtu-
ally indestructible under physiological conditions, possibly due to the large
number of main-chain hydrogen bonds that must be broken in order to sep-
arate the individual polypeptide strands (side chain interactions are less im-
portant in stabilizing B sheets). It seems likely that protein folding pathways
have evolved not only to allow polypeptides to assume stable native structures
but also to avoid forming interchain hydrogen bonds that would lead to fib-
ril formation.

Are fibrillar deposits directly responsible for the neurodegeneration seen
in many amyloid diseases? A growing body of evidence suggests that cellular
damage begins when the misfolded proteins first aggregate but are still solu-
ble. For example, in mouse models of Alzheimer’s disease, cognitive impair-
ment is evident before amyloid plaques develop. Other experiments show that
the most infectious prion preparations contain just 14-28 PrP> molecules,
that is, a nucleus for a fibril, not the fibril itself. Even a modest number of
misfolded protein molecules could be toxic if they prevented the cell’s chap-
erones from assisting other more critical proteins to fold. The appearance of
extracellular—and sometimes intracellular—amyloid fibrils may simply repre-
sent the accumulation of protein that has overwhelmed the cellular mecha-
nisms that govern protein folding or the disposal of misfolded proteins.

................................................................................................................................



1 Secondary Structure

3 Quaternary Structure and Symmetry

* Four levels of structural complexity are used to describe the three-
dimensional shapes of proteins.

* The conformational flexibility of the peptide group is described
by its ¢ and { torsion angles.

* The « helix is a regular secondary structure in which hydrogen
bonds form between backbone groups four residues apart. In the
B sheet, hydrogen bonds form between the backbones of separate
polypeptide segments.

* Fibrous proteins are characterized by a single type of secondary
structure: o keratin is a left-handed coil of two a helices, and col-
lagen is a left-handed triple helix with three residues per turn.

2 Tertiary Structure

* The structures of proteins have been determined mainly by X-ray
crystallography and NMR spectroscopy.

* The nonpolar side chains of a globular protein tend to occupy the
protein’s interior; the polar side chains tend to define its surface.

¢ Protein structures can be classified on the basis of motifs, second-
ary structure content, topology, or domain architecture. Structural
elements are more likely to be evolutionarily conserved than are
amino acid sequences.

e Structural bioinformatics is concerned with the storage, visualiza-
tion, analysis, and comparison of macromolecular structures.

* The individual subunits of multisubunit proteins are usually sym-
metrically arranged.

4 Protein Stability

* Native protein structures are only slightly more stable than their
denatured forms. The hydrophobic effect is the primary determi-
nant of protein stability. Hydrogen bonding and ion pairing con-
tribute relatively little to a protein’s stability.

* Studies of protein denaturation and renaturation indicate that the
primary structure of a protein determines its three-dimensional
structure.

5 Protein Folding

* Proteins fold to their native conformations via directed pathways
in which small elements of structure coalesce into larger structures.

* Molecular chaperones facilitate protein folding iz vive by repeat-
edly binding and releasing a polypeptide in an ATP-dependent
manner and providing it with an isolated microenvironment in

which to fold.

* Diseases caused by protein misfolding include the amyloidoses,
Alzheimer’s disease, and the transmissible spongiform en-
cephalopathies (TSEs).

Key Terms

secondary structure 127
tertiary structure 127
quaternary structure 128
peptide group 129

trans conformation 129

cis conformation 129
backbone 129

torsion (dihedral) angle 129
b 130

U 130

Ramachandran diagram 130
o helix 131

regular secondary structure 131
pitch 133

antiparallel B sheet 134
parallel B sheet 134
topology 135

reverse turn (3 bend) 136

Problems

fibrous protein 136

globular protein 136

coiled coil 137

random coil 140

denaturation 140

native structure 140

B bulge 140

helix cap 140

X-ray crystallography 142

diffraction pattern 142

electron density 142

contour map 143

NMR 145

supersecondary structure
(motif) 148

BaB motif 148

B hairpin 148

ao motif 148

B barrel 149

a/B barrel 150

domain 150

dinucleotide-binding
(Rossmann) fold 150

structural bioinformatics 152

oligomer 155

protomer 155

rotational symmetry 156

cyclic symmetry 156

dihedral symmetry 156

hydropathy 157

ion pair (salt bridge) 158

zinc finger 158

cooperativity 159

chaotropic agent 159

renaturation 160

breathing 161

intrinsically disordered
protein 161

hydrophobic collapse 163

molten globule 163

homology modeling 165

threading 165

ab initio 165

molecular chaperone 166

heat shock protein 166

chaperonin 166

ATPase 166

amyloid 169

Alzheimer’s disease 170

Creutzfeldt-Jakob disease 170

transmissible spongiform

encephalopathies
(TSEs) 170
prion 170

1. Draw a cis peptide bond and identify the groups that experience
steric interference.

2. How many peptide bonds are shown in the structure drawn in
Fig. 6-72

3. Helices can be described by the notation 7,,, where 7 is the num-
ber of residues per helical turn and  is the number of atoms,

including H, in the ring that is closed by the hydrogen bond.
(a) What is this notation for the « helix? (b) Is the 3, helix
steeper or shallower than the a helix?

4. Why would you be unlikely to see an o helix containing only
the following amino acids: Arg, Lys, Met, Phe, Trp, Tyr, Val?
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

. Calculate the length in angstroms of a 100-residue segment of

the a keratin coiled coil.

. Hydrophobic residues usually appear at the first and fourth

positions in the seven-residue repeats of polypeptides that form
coiled coils. (a) Why do polar or charged residues usually appear
in the remaining five positions? (b) Why is the sequence
lle-Gln-Glu—Val-Glu-Arg—-Asp more likely than the sequence
Trp—Gln—Glu-Tyr-Glu—Arg—Asp to appear in a coiled coil?

. The digestive tract of the larvae of clothes moths is a strongly

reducing environment. Why is this beneficial to the larvae?

. Collagen 1V, which occurs in basement membranes, contains a

sulfilimine bond (colored red in the structure below) that cross-
links two collagen triple helices. Identify the parent amino acid
residues that participate in this linkage.

OH

I
CH— CH,— CH, — CH — CH, — N =S — CH, — CH, — CH
I I I
Il\IH CH, 1|\IH

. Describe the primary, secondary, tertiary, and quaternary struc-

tures of collagen.

Explain why gelatin, which is mostly collagen, is nutritionally in-
ferior to other types of protein.

Globular proteins are typically constructed from several layers of
secondary structure, with a hydrophobic core and a hydrophilic
surface. Is this true for a fibrous protein such as a keratin?

Is it possible for a native protein to be entirely irregular, that is,
without a helices, B sheets, or other repetitive secondary structure?
Which of the following polypeptides is most likely to form an
o helix?

(a) CRAGNRKIVLETY
(b) SEDNFGAPKSILW
(0 QKASVEMAVRNSG

Which of the peptides in Problem 13 is least likely to form a
B strand?

The X-ray crystallographic analysis of a protein often fails to
reveal the positions of the first few and/or the last few residues
of a polypeptide chain. Explain.

(a) Is Trp or Gln more likely to be on a protein’s surface? (b) Is
Ser or Val less likely to be in a protein’s interior? (c) Is Leu or Ile
less likely to be found in a middle of an a helix? (d) Is Cys or
Ser more likely to be in a B sheet?

What types of rotational symmetry are possible for a protein with
(a) four or (b) six identical subunits?

Bacterial glutamate synthetase consists of 12 identical subunits
arranged in two stacked rings of six subunits. How would you
describe this protein’s symmetry?

You are performing site-directed mutagenesis to test predictions
about which residues are essential for a protein’s function. Which
of each pair of amino acid substitutions listed below would you
expect to disrupt protein structure the most? Explain.

(a) Val replaced by Ala or Phe.

(b) Lys replaced by Asp or Arg.

(c) Gln replaced by Glu or Asn.

(d) Pro replaced by His or Gly.

Laboratory techniques for randomly linking together amino acids
typically generate an insoluble polypeptide, yet a naturally occur-
ring polypeptide of the same length is usually soluble. Explain.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Given enough time, will all denatured proteins spontaneously
renature?

Describe the intra- and intermolecular bonds or interactions that
are broken or retained when collagen is heated to produce gelatin.

Under physiological conditions, polylysine assumes a random coil
conformation. Under what conditions might it form an a helix?

Would intrinsically disordered polypeptide segments contain rel-
atively more hydrophilic or hydrophobic residues? Explain.

It is often stated that proteins are quite large compared to the
molecules they bind. However, what constitutes a large number
depends on your point of view. Calculate the ratio of the volume
of a hemoglobin molecule (65 kD) to that of the four O, mol-
ecules that it binds and the ratio of the volume of a typical
office (4 X 4 X 3 m) to that of the typical (70-kg) office worker
that occupies it. Assume that the molecular volumes of hemoglo-
bin and O, are in equal proportions to their molecular masses
and that the office worker has a density of 1.0 g/cm®. Compare
these ratios. Is this the result you expected?

In prokaryotes, the error rate in protein synthesis may be as high
as 5 X 10~ * per codon. What fraction of polypeptides contain-
ing (a) 500 residues or (b) 2000 residues would you expect to
contain at least one amino acid substitution?

Not all heat shock proteins are chaperones; some are proteins that
facilitate the degradation rather than the refolding of other pro-
teins. Explain why the rate of protein degradation would increase
during heat shock.

Protein denaturation can be triggered by a variety of environmen-
tal insults, including high temperature, covalent modification,
and oxidation. Explain why researchers have observed a correla-
tion between the level of heat shock proteins and the ratio of ox-
idized to reduced glutathione (see Section 4-3B) in cells subjected
to oxidative stress.

Researchers introduced prions into normal mice and mice that were
genetically predisposed to develop a disease resembling Alzheimer’.
Explain why the Alzheimer’s-prone mice displayed symptoms of the
prion disease much sooner than did the normal mice.

The genetically engineered proteins that accumulate in bacterial
inclusion bodies (Fig. 5-2) form amyloid structures. Such pro-
teins are often difficult to recover in functional form from the
bacteria. Explain.
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Project 3 Visualizing Three-Dimensional Protein
Structures Using the Molecular Visualization
Programs Jmol and PyMOL

There are two halves to Project 3. The first half contains the exercises
using Jmol and the second half contains the same exercises using
PyMOL.

1.

Obtaining Structural Information. Compare different second-
ary structure predictions for a given protein sequence, then
inspect its X-ray crystallographic structure.

Exploring the Protein Data Bank. Learn how to locate and
download specific protein structure files, sequences, and im-
ages. Explore additional educational resources such as Molecule
of the Month and links to additional structural biology resources.

Examining Protein Structures. Examine a protein structure file
and use molecular modeling programs to visualize the protein
and highlight selected features.

. Protein Families. Identify homologous proteins in other struc-

tural databases.



Project 4 Structural Alignment and Protein Folding

1. Alignment of small molecules. Use MarvinSketch software to
draw small molecules — ethane and the amino acid, lysine.

2. Alignment of peptides. Construct and optimize a small peptide
with MarvinSketch, then align its 3D structure with the structure
of the same peptide sequence found in a protein.

3. CASP and protein structure prediction. Researchers spend up to
two years predicting the structure of a protein based on its amino
acid sequence, then meet at the CASP conference, where the
newly determined structure is released and teams are evaluated on
how closely their predictions align with the new structures. Learn
more about CASP, explore some of the literature, and then compare
3D alignments of proteins using the Protein Data Bank web site.

CASE STUDIES

Case 4 The Structure of Insulin

Focus concept: The primary structure of insulin is examined, and
the sequences of various animal insulins are compared.

www.wiley.com/college/voet

Prerequisites: Chapters 4, 5, and 6
e Amino acid structure

* Protein architecture

e Basic immunology
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Chapter Contents The nearly colorless icefish is the only adult vertebrate that lacks hemoglobin. It can
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1 Oxygen Binding to Myoglobin and Hemoglobin (—1.9°C) Antarctic waters where it lives, the fish consumes little oxygen and the
A Myoglobin Is a Monomeric Oxygen-Binding solubility of oxygen is relatively high. [© Doug Allan/Peter Arnold, Inc]
Protein

B Hemoglobin Is a Tetramer with Two
Conformations

C Oxygen Binds Cooperatively to Hemoglobin

D Hemoglobin’s Two Conformations Exhibit
Different Affinities for Oxygen

£ Mﬁa;ionst,May Alter Hemoglobin's Structure The preceding two chapters have painted a broad picture of the chemical and
ana runction physical properties of proteins but have not delved deeply into their physio-
2 Muscle Contraction logical functions. Nevertheless, it should come as no surprise that the struc-

A Muscle Consists of Interdigitated Thick and Thin
Filaments
B Muscle Contraction Occurs when Myosin Heads

tural complexity and variety of proteins allow them to carry out an enormous
array of specialized biological tasks. For example, the enzyme catalysts of vir-

Walk up Thin Filaments tually all metabolic reactions are proteins (we consider enzymes in detail in
C Actin Forms Microfilaments in Nonmuscle Cells ~ Chapters 11 and 12). Genetic information would remain locked in DNA were
3 Antibodies it not for the proteins that participate in decoding and transmitting that in-

formation. Remarkably, the thousands of proteins that participate in building,
supporting, recognizing, transporting, and transforming cellular components
act with incredible speed and accuracy and in many cases are subject to mul-
tiple regulatory mechanisms.

The specialized functions of proteins, from the fibrous proteins we exam-
ined in Section 6-1C to the precisely regulated metabolic enzymes we discuss
in later chapters, can all be understood in terms of how proteins bind to and
interact with other components of living systems. In this chapter, we focus on
three sets of proteins: the oxygen-binding proteins myoglobin and hemoglo-
bin, the actin and myosin proteins responsible for muscle contraction, and an-
tibody molecules. The molecular structures and physiological roles of these
proteins are known in detail, and their proper functioning is vital for human
health. In addition, these proteins serve as models for many of the proteins
we will examine later when we discuss metabolism and the management of
genetic information.

A Antibodies Have Constant and Variable Regions
B Antibodies Recognize a Huge Variety of Antigens
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KEY CONCEPTS

* Myoglobin, with its single heme prosthetic group, exhibits a hyperbolic O,-binding
curve.

* Hemoglobin can adopt the deoxy (T) or oxy (R) conformation, which differ in
O,-binding affinity.

* Oxygen binding triggers conformational changes in hemoglobin so that oxygen
binds to the protein cooperatively, yielding a sigmoidal binding curve.

* The Bohr effect and BPG alter hemoglobin's O,-binding affinity.

* Mutations can change hemoglobin’s O,-binding properties and cause disease.

We begin our study of protein function with two proteins that reversibly bind
molecular oxygen (O,). Myoglobin, the first protein whose structure was
determined by X-ray crystallography, is a small protein with relatively simple
oxygen-binding behavior. Hemoglobin, a tetramer of myoglobin-like polypep-
tides, is a more complicated protein that functions as a sophisticated system
for delivering oxygen to tissues throughout the body. The efficiency with
which hemoglobin binds and releases O, is reminiscent of the specificity and
efficiency of metabolic enzymes. It is worthwhile to study hemoglobin’s struc-
ture and function because many of the theories formulated to explain O, bind-
ing to hemoglobin also explain the control of enzyme activity.

A Myoglobin Is a Monomeric Oxygen-Binding Protein

Myoglobin is a small intracellular protein in vertebrate muscle. Its X-ray struc-
ture, determined by John Kendrew in 1959, revealed that most of myoglobin’s
153 residues are members of eight o helices (traditionally labeled A through H)
that are arranged to form a globular protein with approximate dimensions

44 X 44 X 25 A (Fig. 7-1).

FIG. 7-1 Structure of sperm whale myoglobin. This 153-residue monomeric protein
consists of eight a helices, labeled A through H, that are connected by short polypeptide
links (the last half of what was originally thought to be the EF corner has been shown to
form a short helix that is designated the F' helix). The heme group is shown in red.
[llustration, Irving Geis. Image from the Irving Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction by permission only.] €9 See Kinemage
Exercise 6-1.
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FIG. 7-2 The heme group. The central
Fe(ll) atom is shown liganded to the four N atoms
of the porphyrin ring, whose pyrrole groups are
labeled A-D. The heme is a conjugated system,
so all the Fe—N bonds are equivalent. The Fe(ll)
is also liganded to a His side chain and, when it
is present, to Oo. The six ligands are arranged at
the corners of an octahedron centered on the Fe
ion (octahedral geometry).

His E7
Val E11

~00C— CH,— CH,

Myoglobin Contains a Heme Prosthetic Group. Myoglobin, other members
of the globin family of proteins (Section 5-4B), and a variety of other proteins
such as cytochrome ¢ (Sections 5-4A and 6-2D) all contain a single heme group
(Fig. 7-2). The heme is tightly wedged in a hydrophobic pocket between the E
and F helices in myoglobin. The heterocyclic ring system of heme is a porphyrin
derivative containing four pyrrole groups (labeled A-D) linked by methene
bridges (other porphyrins vary in the substituents attached to rings A-D). The
Fe(IT) atom at the center of heme is coordinated by the four porphyrin N atoms
and one N from a His side chain (called, in a nomenclature peculiar to myo-
globin and hemoglobin, His F8 because it is the eighth residue of the F helix).
A molecule of oxygen (O,) can act as a sixth ligand to the iron atom. His E7
(the seventh residue of helix E) hydrogen bonds to the O, with the geometry
shown in Fig. 7-3. Two hydrophobic side chains on the O,-binding side of the
heme, Val E11 and Phe CD1 (the first residue in the segment between helices
C and D), help hold the heme in place. These side chains presumably swing
aside as the protein “breathes” (Section 6-4A), allowing O, to enter and exit.
When exposed to oxygen, the Fe(I) atom of isolated heme is irreversibly
oxidized to Fe(III), a form that cannot bind O,. The protein portion of myo-
globin (and of hemoglobin, which contains four heme groups in four globin
chains) prevents this oxidation and makes it possible for O, to bind reversibly
to the heme group. Oxygenation alters the electronic state of the Fe(II)~heme
complex, as indicated by its color change from dark purple (the color of hemo-
globin in venous blood) to brilliant scarlet (the color of hemoglobin in arterial
blood). Under some conditions, the Fe(II) of myoglobin or hemoglobin becomes
oxidized to Fe(IIl) to form metmyoglobin or methemoglobin, respectively;
these proteins are responsible for the brown color of old meat and dried blood.
In addition to O,, certain other small molecules such as CO, NO, and
H,S can bind to heme groups in proteins. These other compounds bind with

FIG. 7-3 The heme complex in myoglobin. In the upper drawing, atoms are
represented in space-filling form (H atoms are not shown). The lower drawing shows the
corresponding skeletal model with a dashed line representing the hydrogen bond between
His E7 and the bound O,. [Based on an X-ray structure by Simon Phillips, MRC Laboratory
of Molecular Biology, Cambridge, UK. PDBid 1MBO.] @ See Kinemage Exercise 6-1.



much higher affinity than O,, which accounts for their toxicity. CO, for ex-
ample, has 200-fold greater affinity for hemoglobin than does O,.

Myoglobin Binds O, to Facilitate Its Diffusion. Although myoglobin was
originally thought to be only an oxygen-storage protein, it is now apparent
that its major physiological role is to facilitate oxygen diffusion in muscle (the most
rapidly respiring tissue under conditions of high exertion). The rate at which
O, can diffuse from the capillaries to the tissues is limited by its low solubil-
ity in aqueous solution (~10~% M in blood). Myoglobin increases the
effective solubility of O, in muscle cells, acting as a kind of molecular bucket
brigade to boost the O, diffusion rate. The oxygen-storage function of myo-
globin is probably significant only in aquatic mammals such as seals and
whales, whose muscle myoglobin concentrations are around 10-fold greater
than those in terrestrial mammals (which is one reason why Kendrew chose
the sperm whale as a source of myoglobin for his X-ray crystallographic stud-
ies). Nevertheless, mice in which the gene for myoglobin has been “knocked
out” appear to be normal, although their muscles are lighter in color than
those of wild-type mice. However, closer scrutiny revealed several compensa-
tory adaptations in these mice, including a greater concentration of red blood
cells and increased capillary density in their muscles. Moreover, many of the
mutant embryos died 7z utero due to cardiovascular defects. Vertebrates also
express two recently discovered globins: neuroglobin, which is present
mainly in brain, retina, and endocrine tissues, and cytoglobin, which occurs
in most tissues. Neuroglobin protects neurons (nerve cells) from damage
under conditions of ischemia (inadequate blood flow, such as in a stroke),
most likely by preventing reperfusion injury (the damage caused by the oxy-
gen radicals generated when blood flow is restored). Cytoglobin may have
similar functions.

Myoglobin’s Oxygen-Binding Curve Is Hyperbolic. The reversible binding
of O, to myoglobin (Mb) is described by a simple equilibrium reaction:

Mb + O, =— MbO,
The dissociation constant, K, for the reaction is

o IMbJ[0,] -
[MbO, ]

Note that biochemists usually express equilibria in terms of dissociation con-

stants, the reciprocal of the association constants favored by chemists. The O,

dissociation of myoglobin can be characterized by its fractional saturation,

Yo,, which is defined as the fraction of O,-binding sites occupied by O,:

v [MbO, ] 7.2]

©> " [Mb] + [MbO,] )
Yo, ranges from zero (when no O, is bound to the myoglobin molecules) to
one (when the binding sites of all the myoglobin molecules are occupied).
Equation 7-1 can be rearranged to

Mb][O
Mbo,] = MOz [7-3]
K
When this expression for [MbO,] is substituted into Eq. 7-2, the fractional
saturation becomes
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(O]

Yy = ———
K+ [0,]

Since O, is a gas, its concentration is conveniently expressed by its partial
pressure, pO, (also called the oxygen tension). Equation 7-5 can therefore be
expressed as

(7-5]

K+ POZ

This equation describes a rectangular hyperbola and is identical in form to
the equations that describe a hormone binding to its cell-surface receptor or a small
molecular substrate binding ro the active site of an enzyme. This hyperbolic func-
tion can be represented graphically as shown in Fig. 7-4. At low pO,, very
lictle O, binds to myoglobin (Y5, is very small). As the pO, increases, more
O, binds to myoglobin. At very high pO,, virtually all the O,-binding sites
are occupied and myoglobin is said to be saturated with O,.

The steepness of the hyperbola for a simple binding event, such as O,
binding to myoglobin, increases as the value of K decreases. This means that
the lower the value of K, the tighter is the binding. K is equivalent to the con-
centration of ligand at which half of the binding sites are occupied. In other
words, when pO, = K, myoglobin is half-saturated with oxygen. This can be
shown algebraically by substituting pO, for K in Eq. 7-6:

20 20
YO = = =
: T K+ 0,  2p0,
S\ eh= e Betll el 4 Thus, K can be operationally defined as the value of pO, at which ¥ = 0.5

(7-6]

Yo,

0.5 (7-7]

(Fig. 7-4).
- At what oxygen concentration will myo- It is convenient to define K as psg, that is, the oxygen pressure at which
globin be 75% saturated with oxygen? . myoglobin is 50% saturated. The ps, for myoglobin is 2.8 torr (760 torr =

: 1 atm). Over the physiological range of pO, in the blood (100 torr in arte-
Rearrange Eq. 7-6 and let pso = 2.8 torr. © rig] blood and 30 torr in venous blood), myoglobin is almost fully saturated

70, . with oxygen; for example, Y5, = 0.97 at pO, = 100 torr and 0.91 at 30 torr
Yo, = 150 + O, © (see Sample Calculation 7-1). Consequently, myoglobin efficiently relays oxygen
205 = Yo (pso + pOs) S from the capillaries to muscle cells.

Myoglobin, a single polypeptide chain with one heme group and hence

#02 = Yo,pso + ¥o,70; one oxygen-binding site, is a useful model for other binding proteins. Even

£02 = Yo,p0: = Yo,ps0 proteins with multiple binding sites for the same small molecule, or ligand,
20, = Yo, P50 ¢ may generate hyperbolic binding curves like myoglobins. A hyperbolic bind-
(- Yo, i ing curve occurs when ligands interact independently with their binding sites. In
(0.75)(2.8 torr) : practice, the affinity of a ligand for its binding protein may not be known.

2= (1-075) =84rtorr Constructing a binding curve such as the one shown in Fig. 7-4 may provide

et it this information.
1.00
0.80

0.60

2

FIG. 7-4 Oxygen-binding curve of myoglobin. Myoglobin is half-saturated 0.40

with Oy (Yo, = 0.5) at an oxygen partial pressure (pO5) of 2.8 torr (dashed
lines). The hyperbolic shape of myoglobin’s binding curve is typical of the simple
binding of a small molecule to a protein. The background is shaded to indicate 0.20
the color change that myoglobin undergoes as it binds Oo.

0.0
|1| How much does fractional saturation change between pO, values of 0 5 10 15 20 25 30

5 and 15, and 15 and 25 torr? pOy (torr)
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B Hemoglobin Is a Tetramer with Two Conformations Section 1 Oxygen Binding to
Myoglobin and Hemoglobin

Hemoglobin, the intracellular protein that gives red blood cells their color, is

one of the best-characterized proteins and was one of the first proteins to be

associated with a specific physiological function (oxygen transport). Animals

that are too large (>1 mm thick) for simple diffusion to deliver sufficient oxy-

gen to their tissues have circulatory systems containing hemoglobin or a pro-

tein of similar function that does so (Box 7-1).

Mammalian hemoglobin, as we saw in Fig. 6-33, is an o,f3, tetramer (a
dimer of a3 protomers). The o and 3 subunits are structurally and evolution-
arily related to each other and to myoglobin. The structure of hemoglobin was
determined by Max Perutz (Box 7-2). Only about 18% of the residues are
identical in myoglobin and in the a and B subunits of hemoglobin, but the
three polypeptides have remarkably similar tertiary structures (hemoglobin
subunits follow the myoglobin helix-labeling system, although the « chain has
no D helix). The af protomers of hemoglobin are symmetrically related by a
2-fold rotation (i.e., a rotation of 180° brings the protomers into coincidence).
In addition, hemoglobin’s structurally similar o and 8 subunits are related by
an approximate 2-fold rotation (pseudosymmetry) whose axis is perpendicu-
lar to that of the exact 2-fold rotation. Thus, hemoglobin has exact C, sym-
metry and pseudo-D, symmetry (Section 6-3; objects with D, symmetry have

.................................................................... .

m Box 7-1 Perspectives

in Biochemistry

o
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Other Oxygen-Transport Proteins

The presence of O in the earth’s atmosphere and its utility in the
oxidation of metabolic fuels have driven the evolution of various
mechanisms for storing and transporting oxygen. Small organisms
rely on diffusion to supply their respiratory oxygen needs.
However, since the rate at which a substance diffuses varies
inversely with the square of the distance it must diffuse, organ-
isms of >1-mm thickness overcome the constraints of diffusion
with circulatory systems and boost the limited solubility of Oy in
water with specific Oo-transport proteins.

Many invertebrates, and even some plants and bacteria, contain
heme-based Oq-binding proteins. Single-subunit and multimeric
hemoglobins are found both as intracellular proteins and as extra-
cellular components of blood and other body fluids. The existence
of hemoglobin-like proteins in some species of bacteria is evi-
dence of gene transfer from animals to bacteria at one or more
points during evolution. In bacteria, these proteins may function as
sensors of environmental conditions such as local O concentra-
tion. In some leguminous plants, the so-called leghemoglobins
bind O that would otherwise interfere with nitrogen fixation car-
ried out by bacteria that colonize plant root nodules (Section
21-7). The chlorocruorins, which occur in some annelids (e.g.,
earthworms), contain a somewhat differently derivatized porphyrin
than that in hemoglobin, which accounts for the green color of
chlorocruorins.

The two other types of Og-binding proteins, hemerythrin and
hemocyanin (neither of which contains heme groups), occur only
in invertebrate animals. Hemerythrin, which occurs in only a few
species of marine worms, is an intracellular protein with a subunit
mass of ~13 kD. It contains two Fe atoms liganded by His and
acidic residues. It is violet-pink when oxygenated and colorless
when deoxygenated.

Hemocyanins, which are exclusively extracellular, transport O in
mollusks and arthropods. The molluscan and arthropod hemocyanins

are large multimeric proteins that differ in their primary through
quaternary structures. However, their oxygen-binding sites are highly
similar, consisting of a pair of copper atoms, each liganded by three
His residues.

“iog 0

In this model of the Oo-binding site of hemocyanin from the
horseshoe crab Limulus polyphemus, atoms are colored according
to type with C gray, N blue, O red, and Cu purple. The otherwise
colorless complex turns blue when it binds Oo.

Hemocyanins must be present at high concentrations in order
to function efficiently as oxygen carriers. For example, octopus
hemolymph (its equivalent of blood) contains about 100 mg/mL
hemocyanin. In order to minimize the osmotic pressure of so much
protein, hemocyanins form multimeric structures with masses as
great as 9 X 10° D in some species. Hemocyanins are often the
predominant extracellular protein and may therefore have addi-
tional functions as buffers against pH changes and osmotic fluctu-
ations. In some invertebrates, hemocyanins may serve as a
nutritional reserve, for example, during metamorphosis or molting.

[Figure based on an X-ray structure by Wim Hol, University of
Washington School of Medicine. PDBid 10XY]
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Max Perutz (1914-2002) The
determination of the three-dimensional
structures of proteins has become so
commonplace that it is difficult to
appreciate the challenges that faced the
first protein crystallographers. Max Perutz
was a pioneer in this area, spending
many years determining the structure of
hemoglobin at atomic resolution and then
using this information to explain the
physiological function of the protein.

In 1934, two years before Perutz
began his doctoral studies in Cambridge, J.D. Bernal and Dorothy
Crowfoot Hodgkin had placed a crystal of the protein pepsin in an
X-ray beam and obtained a diffraction pattern. Perutz tried the
same experiment with hemoglobin, chosen because of its
abundance, ease of crystallization, and obvious physiological
importance. Hemoglobin crystals yielded diffraction patterns with
thousands of diffraction maxima (called reflections), the result of
X-ray scattering by the thousands of atoms in each protein
molecule. At the time, X-ray crystallography had been used to
determine the structures of molecules containing no more than
around 40 atoms, so the prospect of using the technique to
determine the atomic structure of hemoglobin seemed impossible.
Nevertheless, Perutz took on the challenge and spent the rest of
his long career working with hemoglobin.

In X-ray crystallography, the intensities and the positions of the
reflections can be readily determined, but the values of their
phases (the relative positions of the wave peaks, the knowledge
of which is as important as wave amplitude for image
reconstruction) cannot be directly measured. Although
computational techniques for determining the values of the phases
had been developed for small molecules, methods for solving this
so-called phase problem for such complex entities as proteins
seemed hopelessly out of reach. In 1952, Perutz realized that the
method of isomorphous replacement might suffice to solve the
phase problem for hemoglobin. In this method, a heavy atom such
as a HgQ+ ion, which is rich in electrons (the particles that scatter
X-rays), must bind to specific sites on the protein without
significantly disturbing its structure (which would change the

Max Perutz and the Structure and Function of Hemoglobin

positions of the reflections). If this causes measurable changes in
the intensities of the reflections, these differences would provide
the information to determine their phases. With trepidation
followed by jubilation, Perutz observed that Hg-doped hemoglobin
crystals indeed yielded reflections with measurable changes in
intensity but no changes in position. Still, it took another 5 years
to obtain the three-dimensional structure of hemoglobin at low
(5.5-A) resolution and it was not until 1968, some 30 years after
he began the project, that he determined the structure of
hemoglobin at near atomic (2.8-A) resolution. In the meantime,
Perutz's colleague John Kendrew used the method of
isomorphous replacement to solve the structure of myoglobin, a
smaller and simpler relative of hemoglobin. For their
groundbreaking work, Perutz and Kendrew were awarded the
1962 Nobel Prize in Chemistry.

For Perutz, obtaining the structure of hemoglobin was only part
of his goal of understanding hemoglobin. For example, functional
studies indicated that the four oxygen-binding sites of hemoglobin
interacted, as if they were in close contact, but Perutz's structure
showed that the binding sites lay in deep and widely separated
pockets. Perutz was also intrigued by the fact that crystals of
hemoglobin prepared in the absence of oxygen would crack when
they were exposed to air (the result, it turns out, of a dramatic
conformational change). Although many other researchers also
turned their attention to hemoglobin, Perutz was foremost among
them in ascribing oxygen-binding behavior to protein structural
features. He also devoted considerable effort to relating functional
abnormalities in mutant hemoglobins to structural changes.

Perutz's groundbreaking work on the X-ray crystallography of
proteins paved the way for other studies. For example, the first
X-ray structure of an enzyme, lysozyme, was determined in 1965.
The nearly 80,000 macromolecular structures that have been
obtained since then owe a debt to Perutz and his decision to
pursue an “impossible” task and to follow through on his structural
work to the point where he could use his results to explain
biological phenomena.

Perutz, M.F, Rossmann, M.G,, Cullis, AF, Muirhead, H., Will, G, and North, AC.T,
Structure of haemoglobin: A three-dimensional Fourier synthesis at 5.5 A resolution,
obtained by X-ray analysis. Nature 185, 416-422 (1960).

the rotational symmetry of a tetrahedron). The hemoglobin molecule has over-
all dimensions of about 64 X 55 X 50 A.

Oxygen binding alters the structure of the entire hemoglobin tetramer, so
the structures of deoxyhemoglobin (Fig. 7-54) and oxyhemoglobin (Fig. 7-54)
are noticeably different. In both forms of hemoglobin, the o and B subunits form
extensive contacts: Those at the a;—f3; interface (and its 0,,—f3, symmetry equiv-
alent) involve 35 residues, and those at the &;—, (and a,—f3;) interface involve
19 residues. These associations are predominantly hydrophobic, although numer-
ous hydrogen bonds and several ion pairs are also involved. Note, however, that
the o,;—at, and ;- interactions are tenuous at best because these subunit pairs
are separated by an ~20-A-diameter solvent-filled channel that parallels the
50-A length of hemoglobin’s exact 2-fold axis (Fig. 7-5).

When oxygen binds to hemoglobin, the o;—f, (and a,—3;) contacts shift,
producing a change in quaternary structure. Oxygenation rotates one of3



(a)

(®)

dimer ~15° with respect to the other a3 dimer (gray arrows in Fig. 7-56),
which brings the B subunits closer together and narrows the solvent-filled cen-
tral channel (Fig. 7-5). Some atoms in the o;—f, and a,—B; interfaces shift
by as much as 6 A (oxygenation causes such extensive quaternary structural
changes that crystals of deoxyhemoglobin shatter on exposure to O,). This
structural rearrangement is a crucial element of hemoglobin’s oxygen-binding
behavior.
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FIG. 7-5 Hemoglobin structure. (a)
Deoxyhemoglobin and (b) oxyhemoglobin. The
a3 protomer is related to the aofo protomer
by a 2-fold axis of symmetry (lenticular symbol),
which is perpendicular to the page. Oxygenation
causes one protomer to rotate ~15° relative to
the other, bringing the B chains closer together
(compare the lengths of the double-headed
arrows) and shifting the contacts between
subunits at the ay—Bo and as—P; interfaces
(some of the relevant side chains are drawn in
black). The large gray arrows in Part b indicate
the molecular movements that accompany
oxygenation. [lllustration, Irving Geis. Image from
the Irving Geis Collection/Howard Hughes
Medical Institute. Rights owned by HHMI.
Reproduction by permission only] € See
Kinemage Exercises 6-2 and 6-3.
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G Oxygen Binds Cooperatively to Hemoglobin

Hemoglobin has a pso of 26 torr (i.e., hemoglobin is half-saturated with O,
at an oxygen partial pressure of 26 torr), which is nearly 10 times greater than
the pso of myoglobin. Moreover, hemoglobin does not exhibit a myo-
globin-like hyperbolic oxygen-binding curve. Instead, O, binding to
hemoglobin is described by a sigmoidal (S-shaped) curve
(Fig. 7-6). This permits the blood to deliver much more O, ro the tis-
sues than if hemoglobin had a hyperbolic curve with the same ps,
(dashed curve in Fig. 7-6). For example, hemoglobin is nearly fully
saturated with O, at arterial oxygen pressures (Y5, = 0.95 at 100
torr) but only about half-saturated at venous oxygen pressures
(Yo, = 0.55 at 30 torr). This 0.40 difference in oxygen saturation, a
measure of hemoglobin’s ability to deliver O, from the lungs to
the tissues, would be only 0.25 if hemoglobin exhibited hyperbolic
binding behavior.

In any binding system, a sigmoidal curve is diagnostic of a cooper-

pressure pressure ative interaction between binding sites. This means that the binding

0.0
0 20 40 60 80 100

pOy (torr)

FIG. 7-6 Oxygen-binding curve of
hemoglobin. In whole blood, hemoglobin is
half-saturated at an oxygen pressure of 26 torr.
The normal sea level values of human arterial
and venous pO, are indicated (atmospheric pOg
is 160 torr at sea level). The Og-binding curve
for myoglobin is included for comparison. The
dashed line is a hyperbolic Oo-binding curve with
the same psp as hemoglobin. The background is
shaded to indicate the color change that
hemoglobin undergoes as it binds O.. € See
the Animated Figures.

of a ligand to one site affects the binding of additional ligands to the
other sites. In the case of hemoglobin, O, binding to one subunit
increases the O, affinity of the remaining subunits. The initial slope
of the oxygen-binding curve (Fig. 7-6) is low, as hemoglobin subunits inde-
pendently compete for the first O,. However, an O, molecule bound to one of
hemoglobin’s subunits increases the O,-binding affinity of its other subunits,
thereby accounting for the increasing slope of the middle portion of the
sigmoidal curve.

120

The Hill Equation Describes Hemoglobin’s O,-Binding Curve. The earliest
attempt to analyze hemoglobin’s sigmoidal O, dissociation curve was formu-

lated by Archibald Hill in 1910. Hill assumed that hemoglobin (Hb) bound

n molecules of O, in a single step,
Hb + n02 — Hb(OZ)n

that is, with infinite cooperativity. Thus, in analogy with the derivation of

Eq. 7'63
_ (O

T (ps0)" + (p0y)”
which is known as the Hill equation. Like Eq. 7-6, it describes the degree of
saturation of hemoglobin as a function of pO, (see Sample Calculation 7-2).

Infinite O, binding cooperativity, as Hill assumed, is a physical impossi-
bility. Nevertheless, 7 may be taken to be a nonintegral parameter related to
the degree of cooperativity among interacting hemoglobin subunits rather than
the number of subunits that bind O, in one step. The Hill equation can then

be taken as a useful empirical curve-fitting relationship rather than as an in-
dicator of a particular model of ligand binding.

SAMPLE CALCULATION 7-2

Calculate the fractional saturation of hemoglobin at pO, = 50 torr and 7 = 3.

Yo [7-8]

Use Eq. 7-8 and let p5, = 26 torr.
. (POZ)n
Y02 = n n
(£50)" + (£0O2)
(50)° B 125,000 B
(26)° + (50)° 17,576 + 125,000

..............................................................................................................




The quantity n, the Hill constant, increases with the degree of cooperativity
of a reaction and therefore provides a convenient although simplistic characteriza-
tion of a ligand-binding reaction. If n = 1, Eq. 7-8 describes a hyperbola as
does Eq. 7-6 for myoglobin, and the O,-binding reaction is said to be non-
cooperative. If # > 1, the reaction is described as being positively coopera-
tive, because O, binding increases the affinity of hemoglobin for further O,
binding (cooperativity is infinite in the limit that » = 4, the number of O,
binding sites in hemoglobin). Conversely, if # < 1, the reaction is said to be
negatively cooperative, because O, binding would then reduce the affinity of
hemoglobin for subsequent O, binding.

The Hill coefficient, 7, and the value of ps, that best describe hemoglo-

bin’s saturation curve can be graphically determined by rearranging Eq. 7-8.
First, divide both sides by 1 — Y5 :

(20.,)" (£02)"
Yo, _ (250)" + (O,)" _ (pso)" (20,)” [7-9]
1 - Yo, 1 - Yo, Lo (20)
(250)" + (202)”
Factoring out the [(ps0)” + (pO,)”] term gives
Yo, _ (p0,)" _ (20y)” [7-10]
1=TYo, [(#s0)" + (202)"] = (p02)"  (ps0)”
Taking the log of both sides yields a linear equation:
Yo
log(_—z) = nlog pO, — nlogps [7-11]
1 - Yo,

The linear plot of log[Y5,/(1 — Yo,)] versus log pO,, the Hill plot, has a
slope of 7 and an intercept on the log pO, axis of log psq (recall that the lin-
ear equation y = mx + b describes a line with a slope of 7 and an x intercept
of —blm).

Figure 7-7 shows the Hill plots for myoglobin and purified hemoglobin.
For myoglobin, the plot is linear with a slope of 1, as expected. Although all
subunits of hemoglobin do not bind O, in a single step as was assumed in

100 0.99
@
S
Pso Of @Q&
the last ,bé
oxygen o 0.9
10 bound QQQ
Hemoglobin
slope = 3.0
1-Yo, 2 10y
Myoglobin Dsg Of
0.1 slope = 1 the first
\ oxygen 0.1
< bound
0.01 0.01
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FIG. 7-7 Hill plots for myoglobin and
purified hemoglobin. Note that this is a log—log
plot. At pOy = pso, Yo,/(1 = Yo,) = 1. [The pso
for hemoglobin in vivo is higher than the psq of
purified hemoglobin due to its binding of certain
substances present in the red cell (see below))]
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Helix F

Porphyrin FeZ* 'Porphyrin

Se

2

Heme

FIG. 7-8 Movements of the heme and F
helix during the T — R transition in
hemoglobin. In the T form (blue), the Fe is 0.6

A above the center of the domed porphyrin ring.

On assuming the R form (red), the Fe moves
into the plane of the now undomed porphyrin,
where it can more tightly bind Og, and, in doing
so, pulls His F8 and its attached F helix with

it. @) See Kinemage Exercise 6-4 and the
Animated Figures.

deriving the Hill equation, its Hill plot is essentially linear for values of Yo,
between 0.1 and 0.9. When pO, = pso, Yo, = 0.5, and

Yo, 05
1 - Y02 1 - 05

1.0 [7-12]

As can be seen in Fig. 7-7, this is the region of maximum slope, whose value
is customarily taken to be the Hill coefficient, 7. For normal human hemo-
globin, the Hill coefficient is between 2.8 and 3.0; that is, hemoglobin’s oxy-
gen binding is highly, but not infinitely, cooperative. Many abnormal
hemoglobins exhibit smaller Hill coefficients (Section 7-1E), indicating that
they have a less than normal degree of cooperativity.

At Y5, values near zero, when few hemoglobin molecules have bound even
one O, molecule, the Hill plot for hemoglobin assumes a slope of 1 (Fig. 7-7,
lower asymptote) because the hemoglobin subunits independently compete for
O, as do molecules of myoglobin. At Y5, values near 1, when at least three of
hemoglobin’s four O,-binding sites are occupied, the Hill plot also assumes a
slope of 1 (Fig. 7-7, upper asymptote) because the few remaining unoccupied
sites are on different molecules and therefore bind O, independently.

Extrapolating the lower asymptote in Fig. 7-7 to the horizontal axis in-
dicates, according to Eq. 7-11, that psq = 30 torr for binding the first O,
to purified hemoglobin. Likewise, extrapolating the upper asymptote yields
ps0 = 0.3 torr for binding hemoglobin’s fourth O,. Thus, e fourth O, binds
to hemoglobin with 100-fold greater affinity than the first. This difference, as
we will see below, is entirely due to the influence of the globin chain on the

O, affinity of heme.

D Hemoglobin’s Two Conformations Exhibit
Different Affinities for Oxygen

The cooperativity of oxygen binding to hemoglobin arises from the effect of
the ligand-binding state of one heme group on the ligand-binding affinity of
another. Yet the hemes are 25 to 37 A apart—too far to interact electronically.
Instead, information about the O,-binding status of a heme group is mechan-
ically transmitted to the other heme groups by motions of the protein. These
movements are responsible for the different quaternary structures of oxy- and
deoxyhemoglobin depicted in Fig. 7-5.

Oxygen Binding to Hemoglobin Triggers a Conformational Change from T
to R. On the basis of the X-ray structures of oxy- and deoxyhemoglobin, Perutz
formulated a model for hemoglobin oxygenation. /n the Perutz mechanism,
hemoglobin has two stable conformational states, the T state (the conformation of
deoxyhemoglobin) and the R state (the conformation of oxyhemoglobin). The con-
formations of all four subunits in T-state hemoglobin differ from those in the
R state. Oxygen binding initiates a series of coordinated movements that result
in a shift from the T state to the R state within a few microseconds:

1. In the T state, the Fe(Il) in each of the four hemes is situated ~0.6 A
out of the heme plane because of a pyramidal doming of the porphyrin
group toward His F8 and because the Fe—Nphyrin bonds are too
long to allow the Fe to lie in the porphyrin plane (Fig. 7-8). O, bind-
ing changes the heme’s electronic state, which shortens the
Fe—Njophyrin bonds by ~0.1 A and causes the porphyrin doming to
subside. Consequently, during the T — R transition, the Fe(II) moves
into the center of the heme plane.

2. The Fe(Il) drags the covalently linked His F8 along with it. However,
the direct movement of His F8 by 0.6 A toward the heme plane would
cause it to collide with the heme. To avoid this steric clash, the
attached F helix tilts and translates by ~1 A across the heme plane.



3. The changes in tertiary structure are coupled to a shift in the arrange-
ment of hemoglobin’s four subunits. The largest change produced by
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the T — R transition is the result of movements of residues at the
®;—B, and a,—3; interfaces, that is, at the interface between the two
protomeric units of hemoglobin. In the T state, His 97 in the B chain
contacts Thr 41 in the o chain (Fig. 7-94). In the R state, His 97 con-
tacts Thr 38, which is positioned one turn back along the C helix
(Fig. 7-96). In both conformations, the “knobs” on one subunit mesh
nicely with the “grooves” on the other. An intermediate position would

Thr C3 38
B>
Asp G1 (99)
| Thr C6 | 41
Tyr C7
His Fa4 ) J (y42)
Pro CD2 44

(a) T State (deoxy)

FIG. 7-9 Changes at the a;—, interface during the T — R
transition in hemoglobin. (a) The T state and (b) the R state. In the
upper drawings, the C helix is represented by a purple ribbon, the
contacting residues forming the a{C—BoFG contact are shown in ball-
and-stick form colored by atom type (C green, N blue, and O red),
and their van der Waals surfaces are outlined by like-colored dots.
The lower drawings are the corresponding schematic diagrams of the
a1C—BoFG contact. Upon a T — R transformation, the BoFG region
shifts by one turn along the «;C helix with no stable intermediate

By Asn G4 (102)

(."‘\Asp G1 (94)

— (11

N

ThrC3 38

oxygenation
s
is Fo4 () \—.

\O\Thr C6 41

Pro CD2 44

(b) R State (oxy)

(note how in both conformations, the knobs formed by the side chains
of His 97B and Asp 998 fit between the grooves on the C helix
formed by the side chains of Thr 38a, Thr 41q, and Pro 44a). The
subunits are joined by different hydrogen bonds in the two quaternary
states. Figure 7-5 provides another view of these interactions. [Based
on X-ray structures by Giulio Fermi, Max Perutz, and Boaz Shaanan,
MRC Laboratory of Molecular Biology, Cambridge, U.K. PDBids (a)
9HHB and (b) THHO.] € See Kinemage Exercise 6-5.
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FIG. 7-10 Networks of ion pairs and hydrogen bonds in

(b) B Chains o,

Asp @

B, B,
the R state (part of the Bohr effect) are indicated by white plus signs.

deoxyhemoglobin. These bonds, which involve the last two [lllustration, Irving Geis. Image from the Irving Geis Collection/Howard
residues of (a) the a chains and (b) the B chains, are ruptured in the Hughes Medical Institute. Rights owned by HHMI. Reproduction by
T — R transition. Two groups that become partially deprotonated in permission only.]

be severely strained because it would bring His 97 and Thr 41 too
close together (i.e., knobs on knobs).

4. The C-terminal residues of each subunit (Arg 141 and His 1468) in
T-state hemoglobin each participate in a network of intra- and intersub-
unit ion pairs (Fig. 7-10) that stabilize the T state. However, the con-
formational shift in the T — R transition tears away these ion pairs in
a process that is driven by the energy of formation of the Fe—0O, bonds.

The essential feature of hemoglobin’s T — R transition is that izs subunits
are so tightly coupled that large tertiary structural changes within one subunit can-
not occur without quaternary structural changes in the entire tetrameric protein.
Hemoglobin is limited to only two quaternary forms, T and R, because the
intersubunit contacts shown in Fig. 7-9 act as a binary switch that permits
only two stable positions of the subunits relative to each other. The inflexibil-
ity of the a;—; and a,—f3, interfaces requires that the T — R shift occur si-
multaneously at both the o;—f, and o,—B; interfaces. No one subunit or
dimer can greatly change its conformation independently of the others.

We are now in a position to structurally rationalize the cooperativity of oxy-
gen binding to hemoglobin. The T state of hemoglobin has low O, affinity,
mostly because of the 0.1 A greater length of its Fe—O, bond relative to that
of the R state (see the blue structure shown in Fig. 7-8). Experimental evidence
indicates that when at least one O, has bound to each a3 dimer, the strain in
the T-state hemoglobin molecule is sufficient to tear away the C-terminal ion
pairs, thereby snapping the protein into the R state. All the subunits are thereby
simultaneously converted to the R-state conformation whether or not they have
bound O,. Unliganded subunits in the R-state conformation have increased oxy-
gen affinity because they are already in the O,-binding conformation. This ac-
counts for the high O, affinity of nearly saturated hemoglobin.

The Bohr Effect Enhances Oxygen Transport. The conformational changes
in hemoglobin that occur on oxygen binding decrease the pK’s of several
groups. Recall that the tendency for a group to ionize depends on its micro-
environment, which may include other ionizable groups. For example, in T-state
hemoglobin, the N-terminal amino groups of the a subunits and the



C-terminal His of the § subunits are positively charged and participate in ion
pairs (see Fig. 7-10). The formation of ion pairs increases the pK values of
these groups (makes them less acidic and therefore less likely to give up their
protons). In R-state hemoglobin, these ion pairings are absent, and the pK’s
of the groups decrease (making them more acidic and more likely to
give up protons). Consequently, under physiological conditions, hemo-
globin releases ~0.6 protons for each O, it binds. Conversely, increas-
ing the pH, that is, removing protons, stimulates hemoglobin to bind
more O, (Fig. 7-11). This phenomenon is known as the Bohr effect
after Christian Bohr (father of the physicist Niels Bohr), who first
reported it in 1904.

The Bohr effect has important physiological functions in trans-
porting O, from the lungs to respiring tissue and in transporting the
CO, produced by respiration back to the lungs (Fig. 7-12). The CO,
produced by respiring tissues diffuses from the tissues to the capillar-
ies. This dissolved CO, forms bicarbonate (HCO3) only very slowly,
by the reaction

CO, + H,O == H"' + HCO;
However, in the erythrocyte (red blood cell; Greek: erythrose, red + kytos, a

hollow vessel), the enzyme carbonic anhydrase greatly accelerates this reac-
tion. Accordingly, most of the CO, in the blood is carried in the form of bi-
carbonate (in the absence of carbonic anhydrase, bubbles of CO, would form
in the blood).

In the capillaries, where pO, is low, the H* generated by bicarbonate for-
mation is taken up by hemoglobin in forming the ion pairs of the T state,
thereby inducing hemoglobin to unload its bound O,. This H" uptake, more-
over, facilitates CO, transport by stimulating bicarbonate formation.
Conversely, in the lungs, where pO, is high, O, binding by hemoglobin dis-
rupts the T-state ion pairs to form the R state, thereby releasing the Bohr pro-
tons, which recombine with bicarbonate to drive off CO,. These reactions are
closely matched, so they cause very little change in blood pH (see Box 2-2).

The Bohr effect provides a mechanism whereby additional oxygen can be
supplied to highly active muscles, where the pO, may be <20 torr. Such mus-
cles generate lactic acid (Section 15-3A) so fast that they lower the pH of the
blood passing through them from 7.4 to 7.2. At a pO, of 20 torr, hemoglo-
bin releases ~10% more O, at pH 7.2 than it does at pH 7.4 (Fig. 7-11).
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FIG. 7-11 The Bohr effect. The O, affinity
of hemoglobin increases with increasing pH.
The dashed line indicates the pO5 in actively
respiring muscle. [After Benesch, RE. and
Benesch, R, Adv. Protein Chem. 28, 212
(1974).) € See the Animated Figures.

FIG. 7-12 The roles of hemoglobin and myoglobin in O, and  that of hemoglobin). This increases the rate at which Oy can diffuse
CO, transport. Oxygen is inhaled into the lungs at high pOo, where it from the capillaries to the tissues by, in effect, increasing its solubility.
binds to hemoglobin in the blood. The Os is then transported to The Hb and COy (mostly as HCOgz') are then returned to the lungs,
respiring tissue, where the pO, is low. The Oq therefore dissociates where the CO, is exhaled.

from the Hb and diffuses into the tissues, where it is used to oxidize

metabolic fuels to COo and Hy0. In rapidly respiring muscle tissue, |1| Explain how
the Oy first binds to myoglobin (whose oxygen affinity is higher than hemoglobin.

carbonic anhydrase affects CO, transport by
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FIG. 7-13 The effects of BPG and CO,
on hemoglobin’s O, dissociation curve.
Stripped hemoglobin (feft) has higher Oy affinity
than whole blood (red curve). Adding BPG or
COq or both to hemoglobin shifts the
dissociation curve back to the right (lowers
hemoglobin’s Oy affinity). [After Kilmartin, J.V.
and Rossi-Bernardi, L., Physiol. Rev. 53, 884
(1973).] @ See the Animated Figures.

CO, also modulates O, binding to hemoglobin by combining reversibly
with the N-terminal amino groups of blood proteins to form carbamates:

R—NH, + CO, = R—NH—COO~ + H"

The T (deoxy) form of hemoglobin binds more CO, as carbamate than does
the R (oxy) form. When the CO, concentration is high, as it is in the capil-
laries, the T state is favored, stimulating hemoglobin to release its bound O,.
The protons released by carbamate formation further promote O, release
through the Bohr effect. Although the difference in CO, binding between the
oxy and deoxy states of hemoglobin accounts for only ~5% of the total blood
CO,, it is nevertheless responsible for around half the CO, transported by the
blood. This is because only ~10% of the total blood CO, is lost through the
lungs in each circulatory cycle.

Bisphosphoglycerate Binds to Deoxyhemoglobin. Highly purified
(“stripped”) hemoglobin has a much greater oxygen affinity than hemoglobin in
whole blood (Fig. 7-13). This observation led Joseph Barcroft, in 1921, to spec-
ulate that blood contains some other substance besides CO, that affects oxygen
binding to hemoglobin. This compound is D-2,3-bisphosphoglycerate (BPG).

“0_ O
I

H—C—0PO}"

H—C—O0POf"
H

D-2,3-Bisphosphoglycerate (BPG)

BPG binds tightly to deoxyhemoglobin but only weakly to oxy-
hemoglobin. The presence of BPG in mammalian erythrocytes there-
fore decreases hemoglobins oxygen affinity by keeping it in the deoxy
conformation. In other vertebrates, different phosphorylated com-
pounds elicit the same effect.

BPG has an indispensable physiological function: In arterial
blood, where pO, is ~100 torr, hemoglobin is ~95% saturated
with O,, but in venous blood, where pO, is ~30 torr, it is only
55% saturated (Fig. 7-6). Consequently, in passing through the
capillaries, hemoglobin unloads ~40% of its bound O,. In the ab-
sence of BPG, little of this bound O, would be released since he-
moglobin’s O, affinity is increased, thus shifting its O, dissociation
curve significantly toward lower pO, (Fig. 7-13, leff). BPG also
plays an important role in adaptation to high altitudes (Box 7-3).

The X-ray structure of a BPG—deoxyhemoglobin complex
shows that BPG binds in the central cavity of deoxyhemoglobin
(Fig. 7-14). The anionic groups of BPG are within hydrogen-
bonding and ion-pairing distances of the N-terminal amino
groups of both B subunits. The T — R transformation brings the
two BH helices together, which narrows the central cavity (com-

pare Figs. 7-54 and 7-56) and expels the BPG. It also widens the

FIG. 7-14 Binding of BPG to deoxyhemoglobin. BPG (red) binds in
hemoglobin's central cavity. The BPG, which has a charge of —5 under
physiological conditions, is surrounded by eight cationic groups (blue) extending
from the two B subunits. In the R state, the central cavity is too narrow to
contain BPG. Some of the ion pairs and hydrogen bonds that help stabilize the
T state (Fig. 7-10b) are indicated at the lower right. [lllustration, Irving Geis.
Image from the Irving Geis Collection/Howard Hughes Medical Institute. Rights
owned by HHMI. Reproduction by permission only.] € See Kinemage
Exercise 6-3.
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Box 7-3 Biochemistry :
in Health and Disease :

.
....................................................................................................................................................................................................

High-Altitude Adaptation

Atmospheric pressure decreases with altitude, so that the oxygen Arterial Arterial
pressure at 3000 m (10,000 feet) is only ~110 torr, 70% of its Venous pO, at pO,at
sea-level pressure. A variety of physiological responses are re- PO, 4500 m sea level
quired to maintain normal oxygen delivery (without adaptation, pOq ¢ i l
levels of 85 torr or less result in mental impairment). 1.0

High-altitude adaptation is a complex process that involves
increases in the number of erythrocytes and the amount of hemo-
globin per erythrocyte. It normally requires several weeks to com-
plete. Yet, as is clear to anyone who has climbed to high altitude,
even a 1-day stay there results in a noticeable degree of adapta-
tion. This effect results from a rapid increase in the amount of
BPG synthesized in erythrocytes (from ~4 mM to ~8 mM; BPG
cannot cross the erythrocyte membrane). As illustrated by plots of
Yo, versus pOo, the high altitude—induced increase in BPG causes
the Og-binding curve of hemoglobin to shift from its sea-level
position (black line) to a lower affinity position (red fine).

At sea level, the difference between arterial and venous pOs is \p50= 31 torr (high BPG)
70 torr (100 torr — 30 torr), and hemoglobin unloads 38% of its
bound Oo. However, when the arterial pOo drops to 55 torr, as it . Pso = 26 torr (normal BPG)
does at an altitude of 4500 m, hemoglobin would be able to un-
load only 30% of its O, High-altitude adaptation (which decreases
the amount of Oy that hemoglobin can bind in the lungs but, to a
greater extent, increases the amount of Oy it releases at the tis- 0 20 40 60 80 100
sues) allows hemoglobin to deliver a near-normal 37% of its bound

. . o ) pO, (torr)
Oo. BPG concentrations also increase in individuals suffering from
disorders that limit the oxygenation of the blood (hypoxia), such
as various anemias and cardiopulmonary insufficiency.

The BPG concentration in erythrocytes can be adjusted more hemoglobin levels and, often, enlarged right ventricles (reflecting
rapidly than hemoglobin can be synthesized (Box 15-2; erythro- increased cardiac output), compared to individuals from low-
cytes lack nuclei and therefore cannot synthesize proteins). An altitude populations.
altered BPG level is also a more sensitive regulator of oxygen In contrast to the mechanism of human adaptation to high
delivery than an altered respiratory rate. Hyperventilation, another altitude, most mammals that normally live at high altitudes (e.g, the
early response to high altitude, may lead to respiratory alkalosis llama) have genetically altered hemoglobins that have higher Oq-
(Box 2-2). Interestingly, individuals in long-established Andean and  binding affinities than do their sea-level cousins. Thus, both raising
Himalayan populations exhibit high lung capacity, along with high and lowering hemoglobin’s pso can provide high-altitude adaptation.

.........................................................................................................................................................................................................

distance between the B N-terminal amino groups from 16 to 20 A, which
prevents their simultaneous hydrogen bonding with BPG’s phosphate groups.
BPG therefore binds to and stabilizes only the T conformation of hemoglo-
bin by cross-linking its B subunits. This shifts the T == R equilibrium to-
ward the T state, which lowers hemoglobin’s O, affinity.

Fetal Hemoglobin Has Low BPG Affinity. The effects of BPG also help sup-
ply the fetus with oxygen. A fetus obtains its O, from the maternal circula-
tion via the placenta. The concentration of BPG is the same in adult and fetal
erythrocytes, but BPG binds more tightly to adult hemoglobin than to fetal
hemoglobin. The higher oxygen affinity of fetal hemoglobin facilitates the
transfer of O, to the fetus.

Fetal hemoglobin has the subunit composition a7y, in which the y sub-
unit is a variant of the B chain (Section 5-4B). Residue 143 of the B chain
of adult hemoglobin has a cationic His residue, whereas the vy chain has an
uncharged Ser residue. The absence of this His eliminates a pair of interac-
tions that stabilize the BPG—deoxyhemoglobin complex (Fig. 7-14).

Hemoglobin Is a Model Allosteric Protein. The cooperativity of oxygen
binding to hemoglobin is a classic model for the behavior of many other
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multisubunit proteins (including many enzymes) that bind small molecules.
In some cases, binding of a ligand to one site increases the affinity of other
binding sites on the same protein (as in O, binding to hemoglobin). In other
cases, a ligand decreases the affinity of other binding sites (as when BPG bind-
ing decreases the O, affinity of hemoglobin). All these effects are the result of
allosteric interactions (Greek: a/los, other + stereos, solid or space). Allosteric
effects, in which the binding of a ligand at one site affects the binding of another
ligand ar another site, generally require interactions among subunits of oligomeric
proteins. The T — R transition in hemoglobin subunits explains the difference
in the oxygen affinities of oxy- and deoxyhemoglobin. Other proteins exhibit
similar conformational shifts, although the molecular mechanisms that underlie
these phenomena are not completely understood.

Two models that account for cooperative ligand binding have received the
most attention. One of them, the symmetry model of allosterism, formulated
in 1965 by Jacques Monod, Jeffries Wyman, and Jean-Pierre Changeux, is de-
fined by the following rules:

1. An allosteric protein is an oligomer of symmetrically related subunits
(although the a and B subunits of hemoglobin are only pseudosym-
metrically related).

2. Each oligomer can exist in two conformational states, designated R and
T; these states are in equilibrium.

3. The ligand can bind to a subunit in either conformation. Only the con-

formational change alters the affinity for the ligand.

4. The molecular symmetry of the protein is conserved during the conforma-
tional change. The subunits must therefore change conformation in a
concerted manner; in other words, there are no oligomers that simul-
taneously contain R- and T-state subunits.

The symmetry model is diagrammed for a tetrameric binding protein in
Fig. 7-15. If a ligand binds more tightly to the R state than to the T state,
ligand binding will promote the T — R shift, thereby increasing the affin-
ity of the unliganded subunits for the ligand.

One major objection to the symmetry model is that it is difficult to be-
lieve that oligomeric symmetry is perfectly preserved in all proteins, that is, that
the T — R shift occurs simultaneously in all subunits regardless of the num-
ber of ligands bound. In addition, the symmetry model can account only for
positive cooperativity, although some proteins exhibit negative cooperativity.

An alternative to the symmetry model is the sequential model of alloster-
ism, proposed by Daniel Koshland. According to this model, ligand binding
induces a conformational change in the subunit to which it binds, and coop-
erative interactions arise through the influence of those conformational changes
on neighboring subunits. The conformational changes occur sequentially as
more ligand-binding sites are occupied (Fig. 7-16). The ligand-binding affin-
ity of a subunit varies with its conformation and may be higher or lower than
that of the subunits in the ligand-free protein. Thus, proteins that follow the
sequential model of allosterism may be positively or negatively cooperative.

If the mechanical coupling between subunits in the sequential model is
particularly strong, the conformational changes occur simultaneously and the
oligomer retains its symmetry, as in the symmetry model. Thus, the symme-
try model of allosterism may be considered to be an extreme case of the more
general sequential model.

FIG. 7-15 The symmetry model of allosterism. Squares and circles represent

T- and R-state subunits, respectively, of a tetrameric protein. The T and R states are in
equilibrium regardless of the number of ligands (represented by S) that have bound to the
protein. All the subunits must be in either the T or the R form; the model does not allow
combinations of T- and R-state subunits in the same protein.



s S s S | s s
—_— —_— —_—
D | ~ D

FIG. 7-16 The sequential model of allosterism. Ligand binding progressively
induces conformational changes in the subunits, with the greatest changes occurring in
those subunits that have bound ligand. The symmetry of the oligomeric protein is not
preserved in this process as it is in the symmetry model.

Oxygen binding to hemoglobin exhibits features of both models. The quater-
nary T — R conformational change is concerted, as the symmetry model requires.
Yet ligand binding to the T state does cause small tertiary structural changes, as
the sequential model predicts. These minor conformational shifts are undoubtedly
responsible for the buildup of strain that eventually triggers the T — R transition.
It therefore appears that the complexity of ligand—protein interactions in hemo-
globin and other proteins allows binding processes to be fine-tuned to the needs
of the organism under changing internal and external conditions. We will revisit
allosteric effects when we discuss enzymes in Chapter 12.

E Mutations May Alter Hemoglobin’s Structure and Function

Before the advent of recombinant DNA techniques, mutant hemoglobins pro-
vided what was an almost unique opportunity to study structure—function re-
lationships in proteins. This is because, for many years, hemoglobin was the
only protein of known structure that had a large number of well-characterized
naturally occurring variants. The examination of individuals with physiolog-
ical disabilities, together with the routine electrophoretic screening of human
blood samples, has led to the discovery of over 1000 variant hemoglobins,
>90% of which result from single amino acid substitutions in a globin
polypeptide chain. Indeed, about 5% of the world’s human population are car-
riers of an inherited variant hemoglobin.

Not all hemoglobin variants produce clinical symptoms, but some abnor-
mal hemoglobin molecules do cause debilitating diseases (~300,000 individu-
als with serious hemoglobin disorders are born every year; naturally occurring
hemoglobin variants that are lethal are, of course, never observed). Table 7-1
lists several hemoglobin variants. Mutations that destabilize hemoglobin’s terti-
ary or quaternary structure alter hemoglobin’s oxygen-binding affinity (ps) and

TABLE 7-1 Some Hemoglobin Variants
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Name” Mutation Effect

Hammersmith Phe CD1(42)B — Ser Weakens heme binding

Bristol Val E11(67)B — Asp Weakens heme binding

Bibba Leu H19(136)oc — Pro Disrupts the H helix

Savannah Gly B6(24)B — Val Disrupts the B-E helix interface

Philly Tyr C1(35)B — Phe Disrupts hydrogen bonding at the o;—f; interface

Boston His E7(58)a — Tyr Promotes methemoglobin formation

Milwaukee Val E11(67)B — Glu Promotes methemoglobin formation

Iwate His F8(87)ac — Tyr Promotes methemoglobin formation

Yakima Asp G1(99)B — His Disrupts a hydrogen bond that stabilizes the T conformation
Kansas Asn G4(102)B — Thr Disrupts a hydrogen bond that stabilizes the R conformation

“Hemoglobin variants are usually named after the place where they were discovered (e.g., hemoglobin Boston).
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reduce its cooperativity (Hill coefficient). Moreover, the unstable hemoglobins
are degraded by the erythrocytes, and their degradation products often cause
the erythrocytes to lyse (break open). The resulting hemolytic anemia (ane-
mia is a deficiency of red blood cells) compromises O, delivery to tissues.

Certain mutations at the O,-binding site of either the a or B chain
favor the oxidation of Fe(Il) to Fe(IIl). Individuals carrying the resulting
methemoglobin subunit exhibit cyanesis, a bluish skin color, due to the pres-
ence of methemoglobin in their arterial blood. These hemoglobins have re-
duced cooperativity (Hill coefficient ~1.2 compared to a maximum value of
2, since only two subunits in each of these methemoglobins can bind oxygen).

Mutations that increase hemoglobin’s oxygen affinity lead to increased
numbers of erythrocytes in order to compensate for the less than normal
amount of oxygen released in the tissues. Individuals with this condition,
which is named polycythemia, often have a ruddy complexion.

A Single Amino Acid Change Causes Sickle-Cell Anemia. Most harmful
hemoglobin variants occur in only a few individuals, in many of whom the
mutation apparently originated. However, ~10% of African-Americans and as
many as 25% of black Africans carry a single copy of (are heterozygous for)
the gene for sickle-cell hemoglobin (hemoglobin S). Individuals who carry
two copies of (are homozygous for) the gene for hemoglobin S suffer from
sickle-cell anemia, in which deoxyhemoglobin S forms insoluble filaments
that deform erythrocytes (Fig. 7-17). In this painful, debilitating, and often
fatal disease, the rigid, sickle-shaped cells cannot easily pass through the cap-
illaries. Consequently, in a sickle-cell “crisis,” the blood flow to some tissues
may be completely blocked, resulting in tissue death. In addition, the mechan-
ical fragility of the misshapen cells results in hemolytic anemia. Heterozygotes,
whose hemoglobin is ~40% hemoglobin S, usually lead a normal life, al-
though their erythrocytes have a shorter than normal lifetime.

In 1945, Linus Pauling hypothesized that sickle-cell anemia was the result
of a mutant hemoglobin, and in 1949 he showed that the mutant hemoglobin
had a less negative ionic charge than normal adult hemoglobin. This was the
first evidence that a disease could result from an alteration in the molecular struc-
ture of a protein. Furthermore, since sickle-cell anemia is an inherited disease,
a defective gene must be responsible for the abnormal protein. Nevertheless, the
molecular defect in sickle-cell hemoglobin was not identified until 1956, when
Vernon Ingram showed that hemoglobin S contains Val rather than Glu at the
sixth position of each B chain. This was the first time an inherited disease was
shown to arise from a specific amino acid change in a protein.

The X-ray structure of deoxyhemoglobin S has revealed that one mutant
Val side chain in each hemoglobin S tetramer nestles into a hydrophobic pocket
on the surface of a B subunit in another hemoglobin tetramer (Fig. 7-18). This
intermolecular contact allows hemoglobin S tetramers to form linear polymers.
Aggregates of 14 strands that wind around each other form fibers extending
throughout the length of the erythrocyte (Fig. 7-19). The hydrophobic pocket
on the B subunit cannot accommodate the normally occurring Glu side chain,
and the pocket is absent in oxyhemoglobin. Consequently, neither normal he-
moglobin nor oxyhemoglobin S can polymerize. In fact, hemoglobin S fibers
dissolve essentially instantaneously on oxygenation, so none are present in ar-
terial blood. The danger of sickling is greatest when erythrocytes pass through

FIG. 7-17 Scanning electron micrographs of human erythrocytes. (a) Normal
erythrocytes are flexible, biconcave disks that can tolerate slight distortions as they pass
through the capillaries (many of which have smaller diameters than erythrocytes).

(b) Sickled erythrocytes from an individual with sickle-cell anemia are elongated and rigid
and cannot easily pass through capillaries. [(a) © Susumu Nishinaga/Photo Researchers, Inc;
(b) Bill Longcore/Photo Researchers, Inc]
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FIG. 7-18 Structure of a deoxyhemoglobin S fiber. (a) The arrangement of
deoxyhemoglobin S molecules in the fiber. Only three subunits of each deoxyhemoglobin S
molecule are shown. (b) The side chain of the mutant Val 6 in the B chain of one
hemoglobin S molecule (yellow knob in Part a) binds to a hydrophobic pocket on the B
subunit of a neighboring deoxyhemoglobin S molecule. [lllustration, Irving Geis. Image from
the Irving Geis Collection/Howard Hughes Medical Institute. Rights owned by HHMI.
Reproduction by permission only]

the capillaries, where deoxygenation occurs. The polymerization of hemoglobin
S molecules is time and concentration dependent, which explains why blood
flow blockage occurs only sporadically (in a sickle-cell “crisis”).

Interestingly, many hemoglobin S homozygotes have only a mild form of
sickle-cell anemia because they express relatively high levels of fetal hemoglo-
bin, which contains 7y chains rather than the defective 3 chains. The fetal he-
moglobin dilutes the hemoglobin S, making it more difficult for hemoglobin
S to aggregate during the 10-20 s it takes for an erythrocyte to travel from
the tissues to the lungs for reoxygenation. The administration of hydroxyurea,

(¢}
H,;N—C—NH—OH

Hydroxyurea

the first and as yet the only effective treatment for sickle-cell anemia, amelio-
rates the symptoms of sickle-cell anemia by increasing the fraction of cells con-
taining fetal hemoglobin (although the mechanism whereby hydroxyurea acts
is unknown).

Hemoglobin S Protects Against Malaria. Before the advent of modern pal-
liative therapies, individuals with sickle-cell anemia rarely survived to maturity.
Natural selection has not minimized the prevalence of the hemoglobin S vari-
ant, however, because heterozygotes are more resistant to malaria, an often
lethal infectious disease. Of the 2.5 billion people living within malaria-endemic
areas, 100 million are clinically ill with the disease at any given time and around
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Section 1 Oxygen Binding to
Myoglobin and Hemoglobin

FIG. 7-19 Electron micrograph of
deoxyhemoglobin S fibers spilling out of a
ruptured erythrocyte. [Courtesy of Robert
Josephs, University of Chicagol]
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FIG. 7-20 Correspondence between
malaria and the sickle-cell gene. The blue
areas of the map indicate regions where malaria
is or was prevalent. The pink areas represent the
distribution of the gene for hemoglobin S. Note
the overlap (purple) of the distributions.

CHECKPOINT

* Describe the O,-binding behavior of myo-
globin in terms of pO, and K. How is
K defined?

e Explain the structural basis for cooperative
oxygen binding to hemoglobin.

e Sketch a binding curve (% bound ligand
versus ligand concentration) for coopera-
tive and noncooperative binding.

* Explain why the O,-binding behavior of
myoglobin and hemoglobin can be
summed up by a single number (the pso).

* Could a binding protein have a Hill con-
stant of zero?

* Describe how myoglobin and hemoglobin
function in delivering O, from the lungs to
respiring tissues.

*  What is the physiological relevance of the
Bohr effect and BPG?

* Explain why mutations can increase or
decrease the oxygen affinity and coopera-
tivity of hemoglobin. How can the body
compensate for these changes?

1 Malaria
31 Sickle-cell gene
= Overlap area

1 million, mostly very young children, die from it each year. Malaria is caused
by the mosquito-borne protozoan Plasmodium falciparum, which resides within
an erythrocyte during much of its 48-h life cycle. Infected erythrocytes adhere
to capillary walls, causing death when cells impede blood flow to a vital organ.

The regions of equatorial Africa where malaria is a major cause of
death coincide closely with those areas where the sickle-cell gene is preva-
lent (Fig. 7-20), thereby suggesting that the sickle-cell gene confers resistance
to malaria. How does it do so? Plasmodia increase the acidity of infected
erythrocytes by ~0.4 pH units. The lower pH favors the formation of de-
oxyhemoglobin via the Bohr effect, thereby increasing the likelihood of
sickling in erythrocytes that contain hemoglobin S. Erythrocytes damaged
by sickling are normally removed from the circulation by the spleen.
During the early stages of a malarial infection, parasite-enhanced sickling
probably allows the spleen to preferentially remove infected erythrocytes.
In the later stages of infection, when the parasitized erythrocytes attach to
the capillary walls (presumably to prevent the spleen from removing them
from the circulation), sickling may mechanically disrupt the parasite.
Consequently, heterozygous carriers of hemoglobin S in a malarial region
have an adaptive advantage: They are more likely to survive to maturity
than individuals who are homozygous for normal hemoglobin. Thus, in
malarial regions, the fraction of the population who are heterozygotes for
the sickle-cell gene increases until their reproductive advantage is balanced
by the correspondingly increased proportion of homozygotes (who, with-
out modern medical treatment, die in childhood).

2 Muscle Contraction

KEY CONCEPTS

e Mpyosin is a motor protein that undergoes conformational changes as it hydrolyzes
ATP.

* The sliding filament model of muscle contraction describes the movement of thick
filaments relative to thin filaments.

* The globular protein actin can form structures such as microfilaments and the thin
filaments of muscle.

One of the most striking characteristics of living things is their capacity for
organized movement. Such phenomena occur at all structural levels and in-
clude such diverse vectorial processes as the separation of replicated chromo-
somes during cell division, the beating of flagella and cilia, and, most
obviously, muscle contraction. In this section, we consider the structural and
chemical basis of movement in striated muscle, one of the best understood
mobility systems.
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The voluntary muscles, which include the skeletal muscles, have a striated
(striped) appearance when viewed by light microscopy (Fig. 7-21). Such mus-
cles consist of long multinucleated cells (the muscle fibers) that contain par-
allel bundles of myofibrils (Greek: myos, muscle; Fig. 7-22). Electron
micrographs show that muscle striations arise from the banded structure of
multiple in-register myofibrils. The bands are formed by alternating regions of
greater and lesser electron density called A bands and I bands, respectively
(Fig. 7-23). The myofibril’s repeating unit, the sarcomere (Greek: sarkos,
flesh), is bounded by Z disks at the center of each I band. The A band is cen-
tered on the H zone, which in turn is centered on the M disk. The A band
contains 150-A-diameter thick filaments, and the I band contains 70-
A-diameter thin filaments. The two sets of filaments are linked by cross-
bridges where they overlap.

A contracted muscle can be as much as one-third shorter than its fully ex- i
tended length. The contraction results from a decrease in the length of the 1
sarcomere, caused by reductions in the lengths of the I band and the H zone {

s
FIG. 7-21 Photomicrograph of a muscle fiber. The longitudinal axis of the fiber is | | ’ l l , ' ! !
horizontal (perpendicular to the striations). The alternating pattern of dark A bands and light | I i ' ! , ' ‘ ” l
| bands from multiple in-register myofibrils is clearly visible. [J.C. Revy, CNRI/Photo HEEHENS AN i | 'iivi’wﬁ
Researchers.] Tr ! ] I g 8 0 4

(b) Fascicle (bundle of muscle fibers)

(¢) Individual
muscle fiber (cell)

Sarcomere

(d) Myofibril

FIG. 7-22 Skeletal muscle organization. A muscle (a) consists of bundles of muscle
fibers (b), each of which is a long, thin, multinucleated cell (¢) that may run the length of
the muscle. Muscle fibers contain bundles of laterally aligned myofibrils (d), which in turn
consist of bundles of alternating thick and thin filaments.
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FIG. 7-23 Anatomy of the myofibril. The
electron micrograph shows parts of three
myofibrils, which are separated by horizontal
gaps. The accompanying interpretive drawing
shows the major features of the myofibril: the
light | band, which contains only thin filaments;
the A band, whose dark H zone contains only
thick filaments and whose darker outer
segments contain overlapping thick and thin

filaments; the Z disk, to which the thin filaments
are anchored; and the M disk, which arises from
a bulge at the center of each thick filament. The

myofibril's functional unit, the sarcomere, is the
region between two successive Z disks.
[Courtesy of Hugh Huxley, Brandeis University.]
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(Fig. 7-24a). These observations, made by Hugh Huxley in 1954 (Box 7-4),
are explained by the sliding filament model in which interdigitated thick and
thin filaments slide past each other (Fig. 7-244). Thus, during a contraction,
a muscle becomes shorter, and because its total volume does not change, it
also becomes thicker.

Thick Filaments Consist Mainly of Myosin. Vertebrate thick filaments are
composed almost entirely of a single type of protein, myosin, which consists
of six polypeptide chains: two 220-kD heavy chains and two pairs of differ-
ent light chains, the so-called essential and regulatory light chains (ELC and
RLC) that vary in size between 15 and 22 kD, depending on their source. X-
Ray structure determinations by Ivan Rayment and Hazel Holden of the N-
terminal half of the myosin heavy chain, the so-called myosin head, reveals

—— —

1 —————

—— —
2
3
4
(a) be (b)

FIG. 7-24 Myofibril contraction. (a) Electron micrographs (b) Interpretive drawings showing interpenetrating sets of thick and
showing myofibrils in progressively more contracted states. The thin filaments sliding past each other. [Courtesy of Hugh Huxley,
lengths of the | band and H zone decrease on contraction, whereas Brandeis University.]

the lengths of the thick and thin filaments remain constant.



Box 7-4 Pathways
of Discovery
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Hugh Huxley (1924-) The mechanism
of muscle action has fascinated scientists
for hundreds if not thousands of years. The
first close look at muscle fibers came in
1682, when Antoni van Leeuwenhoek’s
early microscope revealed a pattern of thin
longitudinal fibers. In the modern era,
research on muscle has followed one of
two approaches. First, it is possible to study
muscle as an energy-transducing system, in
1.\ which metabolic energy is generated and

consumed. This line of research received a
tremendous boost in the 1930s with the discovery that ATP is the
energy source for muscle contraction. The second approach
involves treating muscle as a mechanical system, that is, sorting
out its rods and levers. Ultimately, a molecular approach united the
mechanical and energetic aspects of muscle research. The
insights of Hugh Huxley made this possible.

The molecular characterization of muscle did not occur
overnight. In 1859, Willi Kiihne isolated a proteinaceous
substance from muscle tissue that he named “myosin” (almost
certainly a mixture of many proteins), but it tended to aggregate
and was therefore not as popular a study subject as the more
soluble proteins such as hemoglobin. A major breakthrough in
muscle protein chemistry came in 1941, when the Hungarian
biochemist Albert Szent-Gyorgyi showed that two types of protein
could be extracted from ground muscle by a solution with high
salt concentration (Szent-Gyérgyi also contributed to the
elucidation of the citric acid cycle; Box 17-1). Extraction for 20
minutes yielded a protein he named myosin A but which is now
called myosin. However, extraction overnight yielded a second
protein which he named myosin B but is now called actomyosin.
It soon became apparent that myosin B was a mixture of two
proteins, myosin and a new protein which was named actin.
Further work showed that threads of actomyosin contracted to
~10% of their original length in the presence of ATP. Since actin
and myosin alone do not contract in the presence of ATR, the
contraction must have resulted from their interaction. However, it
took another decade to develop a realistic model of how myosin
and actin interact.

A number of theories had been advanced to explain muscle
contraction. According to one theory, the cytoplasm of muscle
cells moved like that of an amoeba. Other theories proposed that
muscle fibers took up and gave off water or repelled and
attracted other fibers electrostatically. Linus Pauling, who had
recently discovered the structures of the « helix and B sheet
(Box 6-1), ventured that myosin could change its length by
shifting between the two protein conformations. Huxley formulated
an elegant—and correct—explanation in his sliding filament model
for muscle contraction.

In 1948, Huxley began his doctoral research at Cambridge
University in the United Kingdom, in the laboratory of John
Kendrew (who 10 years later determined the first X-ray structure
of a protein, that of myoglobin; Section 7-1A). There, through
X-ray studies on frog muscle fibers, Huxley established that the
X-ray diffraction pattern changes with the muscle’s physiological

........................................................................................................
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Hugh Huxley and the Sliding Filament Model

state. Furthermore, he showed that muscle contained two sets of
parallel fibers, rather than one, and that these fibers were linked
together by multiple cross-links. These observations became the
germ for further research, which he carried out at MIT in 1953
and 1954, He teamed up with Jean Hanson, a Briton who was
also working at MIT. Hanson made good use of her knowledge of
muscle physiology and her expertise in phase-contrast microscopy,
a technique that could visualize the banded patterns of muscle
fibers. Huxley and Hanson observed rabbit muscle fibers under
different experimental conditions, making precise measurements of
the width of the A and | bands in sarcomeres (Fig. 7-23). In one
experiment, they extracted myosin from the muscle fiber, noted
the loss of the dark A band, and concluded that the A band
consists of myosin. When they extracted both actin and myosin, all
identifiable structure was lost, and they concluded that actin is
present throughout the sarcomere.

When ATP was added, the muscle slowly contracted, and
Huxley and Hanson were able to measure the shortening of the
| band. The A band maintained a constant length but became
darker. A muscle fiber under the microscope could also be
stretched by pulling on the coverslip. As the muscle “relaxed;’ the
| band increased in width and the A band became less dense.
Measurements were made for muscle fibers contracted to 60% of
their original length and stretched to 120% of their original length.

The key to the sliding filament model that Huxley described
and subsequently refined is that the individual molecules (that is,
their observable fibrous forms) do not shrink or extend but instead
slide past each other. During contraction, actin filaments (thin
filaments) in the | band are drawn into the A band, which consists
of stationary myosin-containing filaments (thick filaments). During
stretching, the actin filaments withdraw from the A band. Similar
conclusions were reached by the team of Andrew Huxley (no
relation to Hugh) and Rolf Niedergerke, who examined the
contraction of living frog muscle fibers. Both groups published
their work in back-to-back papers in Nature in 1954.

Hugh Huxley went on to supply additional details to his sliding
filament model. For example, he showed that myosin forms cross-
bridges with actin fibers. However, these bridges are asymmetric,
pointing in opposite directions in the two halves of the sarcomere.
This arrangement allows myosin to pull thin filaments in opposite
directions toward the center of the sarcomere (Fig. 7-24).

While Huxley was describing the mechanism of muscle
contraction, Watson and Crick discovered the structure of DNA,
and Max Perutz made a decisive breakthrough in the use of heavy
metal atoms to solve the phase problem in his X-ray studies of
hemoglobin (Box 7-2). Collectively, these discoveries indicated the
tremendous potential for describing biological phenomena in
molecular terms. Subsequent studies of muscle contraction have
used electron microscopy, X-ray crystallography, and enzymology to
probe the fine details of the sliding filament model, including the
structure of myosin's lever arm, the composition of the thin
filament, and the exact role of ATP in triggering conformational
changes that generate mechanical force.

Huxley, H.E. and Hanson, J., Changes in the cross-striations of muscle during con-
traction and stretch and their structural interpretation, Nature 173, 973-976 (1954).
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FIG. 7-25 Structure of myosin. (a) A ribbon diagram of the myosin head from
chicken muscle. The heavy chain is represented by a ribbon diagram embedded in its semi-
transparent molecular surface with different portions green, blue, and red. The essential and
regulatory light chains, RLC and ELC, are drawn in worm form with each colored in rainbow
order from its N-terminus (blue) to its C-terminus (red). A sulfate ion, shown in space-filling
form (C red and S yellow), occupies the binding site of ATP's B-phosphate group. An RLC-
bound Ca" ion (Jower left) is represented by a cyan sphere. [Based on an X-ray structure
by Ivan Rayment and Hazel Holden, University of Wisconsin. PDBid 2MYS,] (b) Diagram of
the myosin molecule. Its two identical heavy chains (green and orange) each have an
N-terminal globular head and an a-helical tail. Between the head and tail is an « helix, the
lever arm, that associates with the two kinds of light chains (magenta and yellow). The tails
wind around each other to form a 1600-A-long parallel coiled coil.

that it forms an elongated (55 X 165 A) globular head to which one subunit
each of ELC and RLC bind (Fig. 7-254). The C-terminal half of the heavy
chain forms a long fibrous a-helical tail, two of which associate to form a left-
handed coiled coil. Thus, myosin consists of a 1600-A-long rodlike segment with
two globular heads (Fig. 7-25b). The amino acid sequence of myosin’s a-helical
tail is characteristic of coils such as those in keratin (Section 6-1C): It has a
seven-residue pseudorepeat, a-b-c-d-e-f-g, with nonpolar residues predominat-
ing at positions # and d.

Bare zone Myosin heads

FIG. 7-26 Structure of the thick filament. (a) Electron (b) Drawing of a thick filament, in which several hundred myosin
micrograph showing the myosin heads projecting from the thick molecules form a staggered array with their globular heads pointing
filament. [From Trinick, J. and Elliott, A, J. Mol. Biol. 131, 135 (1977)]  away from the filament.



Under physiological conditions, several hundred myosin molecules aggre-
gate to form a thick filament. The rodlike tails pack end to end in a regular
staggered array, leaving the globular heads projecting to the sides on both ends
(Fig. 7-26). These myosin heads form the cross-bridges to thin filaments in
intact myofibrils. The myosin head, which is an ATPase (ATP-hydrolyzing en-
zyme), has its ATP-binding site located in a 13-A-deep V-shaped pocket.

Thin Filaments Consist Mainly of Actin. Thin filaments consist mainly of
polymers of actin, the most abundant cytosolic protein in eukaryotes. In its
monomeric form, this ~375-residue protein is known as G-actin (G for glob-
ular); when polymerized, it is called F-actin (F for fibrous). Each actin sub-
unit has binding sites for ATP and a Ca>* or Mg®" ion that are located in a
deep cleft (Fig. 7-27). ATP hydrolysis to ADP + P; is not required for actin
polymerization but occurs afterward (Section 7-2C).

The fibrous nature of F-actin and its variable fiber lengths have thwarted
its crystallization in a manner suitable for X-ray crystallographic analysis.
Consequently, our current understanding of the atomic structure of F-actin is
based on electron micrographs (Fig. 7-284) together with low resolution mod-
els based on X-ray studies of oriented gels of F-actin into which high resolu-
tion atomic models of G-actin have been fitted (Fig. 7-284). These models
indicate that the actin polymer is a double-stranded helix of subunits in which
each subunit contacts four others. Each actin subunit has the same head-to-

(@) (b)
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FIG. 7-27 X-Ray structure of rabbit
muscle G-actin in complex with ATP and a
Ca?* ion. The four domains of the protein are
colored cyan, magenta, orange, and yellow, and
the N- and C-termini are labeled. The ATP, which
is drawn in space-filling form with C green, N
blue, O red, and P orange, binds at the bottom
of a deep cleft between the domains. The Ca®*
ion is represented by a light green sphere.
[Based on an X-ray structure by Leslie Burtnik,
University of British Columbia, Vancouver, British
Columbia. PDBid 3HBT]

FIG. 7-28 Structure of the actin filament.
(a) Cryoelectron microscopy—based image. The
tropomyosin binding sites (see below) are blue.
[Courtesy of Daniel Safer, University of
Pennsylvania, and Ronald Milligan, The Scripps
Research Institute, La Jolla, California.] (b) Model
based on fitting a known X-ray structure of
G-actin to a cryoEM-based image of F-actin,
represented by five consecutive actin - ADP
subunits drawn in ribbon form, each with a
different color, embedded in their semitransparent
molecular surface. The ADPs are drawn in
space-filling form with C green, N blue, O red,
and P orange. The central subunit (magenta) is
oriented as is the G-actin in Fig. 7-27. [Based on
a structure by Keiichi Namba, Osaka University,
Japan. PDBid 3MFP]
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FIG. 7-29 Model of the myosin—-actin
interaction. This space-filling model was
constructed from the X-ray structures of actin
and the myosin head and electron micrographs
of their complex. The actin filament is at the top.
The myosin heavy chain is colored as in Fig.
7-25 and the light chains are yellow and
magenta. The coiled-coil tail is not shown. An
ATP-binding site is located in a cleft in the blue
domain of the myosin head. In a myofibril, every
actin monomer has the potential to bind a
myosin head, and the thick filament has many
myosin heads projecting from it. [Modified from a
drawing by Ivan Rayment and Hazel Holden,
University of Wisconsin.]

tail orientation (e.g., all the nucleotide-binding clefts open upward in Fig. 7-284),
so the assembled fiber has a distinct polarity. The end of the fiber toward
which the nucleotide-binding sites open is known as the (=) end, and its
opposite end is the (+) end. The (+) ends of the thin filaments bind to the
Z disk (Fig. 7-23).

Each of muscle F-actin’s monomeric units can bind a single myosin head
(Fig. 7-29), probably by ion pairing and by the association of hydrophobic
patches on each protein. Electron micrographs indicate that the myosin heads
bound to an F-actin filament all have the same orientation (Fig. 7-30) and
that in thin filaments that are still attached to the Z disk, the myosin heads
all point away from the Z disk.

Tropomyosin and Troponin Are Thin Filament Components. Myosin and
actin, the major components of muscle, account for 60 to 70% and 20 to
25% of total muscle protein, respectively. Of the remainder, two proteins that
are associated with the thin filaments are particularly prominent:

1. Tropomyosin, a homodimer whose two 284-residue a-helical subunits
wrap around each other to form a parallel coiled coil that extends
nearly the entire 400-A length of the molecule (a portion of which
is shown in Fig. 6-156). Multiple copies of these rod-shaped proteins
are joined head-to-tail to form cables wound in the grooves of the
F-actin helix such that each tropomyosin molecule contacts seven con-
secutive actin subunits in a quasi-equivalent manner (Fig. 7-30).

FIG. 7-30 Cryoelectron microscopy-based image at <25-A resolution of a thin
filament decorated with myosin heads. F-actin is red, tropomyosin is blue, the myosin
motor domain is yellow, and the essential light chain is green. The helical filament has a
pitch (rise per turn) of 370 A. [Courtesy of Ronald Milligan, The Scripps Research Institute,
La Jolla, California.]



2. Troponin, which consists of three subunits: TnC, a Ca**-binding pro-
tein; Tnl, which binds to actin; and TnT, an elongated molecule,
which binds to tropomyosin at its head-to-tail junctions. The X-ray
structure of troponin in complex with four Ca®" ions (Fig. 7-31), de-
termined by Robert Fletterick, reveals that Tnl closely resembles the
myosin light chains and that the inhibitory segment of Tnl binds to
TnCs rigid central helix in this Ca*"-activated state.

The tropomyosin—troponin complex, as we will see below, regulates muscle contrac-
tion by controlling the access of the myosin heads to their binding sites on actin.

Muscle Contains Numerous Minor Proteins That Organize Its Structure.
Other proteins serve to form the Z disk and the M disk and to organize the
arrays of thick and thin filaments. For instance, a-actinin, a rodlike homo-
dimeric protein that cross-links F-actin filaments, is localized in the Z disk’s
interior and is therefore thought to attach oppositely oriented thin filaments
to the Z disk.

One of the more unusual muscle proteins, titin, the longest known polypep-
tide chain (34,350 residues), is composed of ~300 repeating globular domains.
Three to six titin molecules associate with each thick filament, spanning the 1-
pm distance between the M and Z disks. Titin is believed to function as a mo-
lecular bungee cord to keep the thick filament centered on the sarcomere:
During muscle contraction, it compresses as the sarcomere shortens, but when
the muscle relaxes, titin resists sarcomere extension past the starting point.

Nebulin, which is also extremely large (6669 residues), is a mainly a-helical
protein that is associated with the thin filament. It is thought to set the length
of the thin filament by acting as a template for actin polymerization. This
length is held constant by tropomodulin, which caps the (—) end of the thin
filament (the end not attached to the Z disk), thereby preventing further actin
polymerization and depolymerization. CapZ (also called B-actinin) is an
a-actinin-associated heterodimer that similarly caps the (+) end of F-actin.

The M disk (Fig. 7-23) arises from the local enlargement of in-register
thick filaments. Two proteins that are associated with this structure,
myomensin and M-protein, bind to titin and are therefore likely to partici-
pate in thick filament assembly, as does the thick filament-associated myosin-
binding protein C.

Duchenne muscular dystrophy (DMD) and the less severe Becker mus-

cular dystrophy (BMD) are both sex-linked muscle-wasting diseases. In
DMD, which has an onset age of 2 to 5 years, muscle degeneration exceeds
muscle regeneration, causing progressive muscle weakness and ultimately
death, typically due to respiratory disorders or heart failure, usually by age 25.
In BMD, the onset age is 5 to 10 years and there is an overall less progres-
sive course of muscle degeneration and a longer (sometimes normal) life span
than in individuals with DMD.

The gene responsible for DMD/BMD encodes a 3685-residue protein
named dystrophin, which has a normal abundance in muscle tissue of
0.002%. Individuals with DMD usually have no detectable dystrophin in their
muscles, whereas those with BMD mostly have dystrophins of altered sizes.
Evidently, the dystrophins of individuals with DMD are rapidly degraded,
whereas those of individuals with BMD are semifunctional.

Dystrophin is a member of a family of flexible rod-shaped proteins that
includes other actin-binding cytoskeletal components. Dystrophin associates
on the inner surface of the muscle plasma membrane with a transmembrane
glycoprotein complex, where it helps anchor F-actin to the extracellular ma-
trix and thereby protects the plasma membrane from being torn by the me-
chanical stress of muscle contraction. Although such small tears are common
in muscle cells, they occur much more frequently in dystrophic cells, leading
to a greatly increased rate of cell death.
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FIG. 7-31 X-Ray structure of chicken
skeletal muscle troponin. TnC is red, Tnl is
blue, and TnT is gold. The four Ca®" ions bound
by TnC are represented by cyan spheres. [Based
on an X-ray structure by Robert Fletterick,
University of California at San Francisco. PDBid
1YTZ]
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B Muscle Contraction Occurs when Myosin Heads Walk
up Thin Filaments

In order to complete our description of muscle contraction we must deter-
mine how ATP hydrolysis is coupled to the sliding filament model. If the slid-
ing filament model is correct then it would be impossible for a myosin
cross-bridge to remain attached to the same point on a thin filament during
muscle contraction. Rather, it must repeatedly detach and then reattach itself
at a new site further along the thin filament toward the Z disk. This, in turn,
suggests that muscular tension is generated through the interaction of myosin cross-
bridges with thin filaments. The actual contractile force is provided by ATP hy-
drolysis. Thus, myosin is a motor protein that converts the chemical energy
of ATP hydrolysis to the mechanical energy of movement. Edwin Taylor for-
mulated a model for myosin-mediated ATP hydrolysis, which has been refined
by the structural studies of Rayment, Holden, and Ronald Milligan as follows
(Fig. 7-32):

1. ATP binds to a myosin head in a manner that causes myosin’s actin-
binding site to open up and release its bound actin.

2. Myosin’s active site (distinct from its actin-binding site) closes around
the ATP. The resulting hydrolysis of the ATP to ADP + P; “cocks” the
myosin head, that is, puts it into its “high energy” conformation in
which it is approximately perpendicular to the thick filament.

3. The myosin head binds weakly to an actin monomer that is closer to
the Z disk than the one to which it had been bound previously.

4. Myosin releases P;, which causes its actin-binding site to close, thereby
increasing its affinity for actin.

5. The resulting transient state is immediately followed by the power
stroke, a conformational shift that sweeps the myosin head’s C-terminal
tail by an estimated ~100 A toward the Z disk relative to the actin-

binding site on its head, thus translating the attached thin filament by
this distance toward the M disk.

6. ADP is released, thereby completing the cycle.

Because the reaction cycle involves several steps, some of which are irre-
versible (e.g., ATP hydrolysis and P, release), the entire cycle is unidirectional.
The ~500 myosin heads on every thick filament asynchronously cycle through
this reaction sequence about five times each per second during a strong mus-
cular contraction. The myosin heads thereby “walk” or “‘row” up adjacent thin
filaments toward the Z disk with the concomitant contraction of the muscle.
Although myosin is dimeric, its two heads function independently.

Calcium Triggers Muscle Contraction. Highly purified actin and myosin can
contract regardless of the Ca*" concentration, but preparations containing in-
tact thin filaments contract only in the presence of Ca®", due to the regula-
tory action of troponin C (Fig. 7-31). Stimulation of a myofibril by a nerve
impulse results in the release of Ca>* from the sarcoplasmic reticulum (a sys-
tem of flattened vesicles derived from the endoplasmic reticulum). As a result,
the intracellular [Ca**] increases from ~10~ 7 to ~107> M. The higher

FIG. 7-32 Mechanism of force generation in muscle. (Opposite) The myosin head
“walks” up the actin thin filament through a unidirectional cyclic process that is driven by
ATP hydrolysis to ADP and P,. Only one myosin head is shown. The actin monomer to
which the myosin head is bound at the beginning of the cycle is more darkly colored for
reference. [After Rayment, |. and Holden, H., Curr. Opin. Struct. Biol. 3, 949 (1993).] @
See the Animated Figures.

|1| Why doesn’t “ATP hydrolysis” fully describe the role of ATP in muscle contraction?
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FIG. 7-33 Comparison of the positions of tropomyosin on the thin filament in
the absence and presence of Ca®*. In this superposition of cryoelectron microscopy—based
images, the F-actin filament is gold, the tropomyosin in the absence of Ca’"is red, and
that in the presence of Ca®" is green. [Courtesy of William Lehman, Boston University
School of Medicine.]

calcium concentration triggers the conformational change in the troponin—
tropomyosin complex that exposes the site on actin where the myosin head
binds (Fig. 7-33). When the myofibril [Ca®"] is low (Ca®™ is rapidly pumped
back into the sarcoplasmic reticulum by ATP-requiring Ca®" pumps; Section
10-3B), the troponin—tropomyosin complex assumes its resting conformation,
blocking myosin binding to actin and causing the muscle to relax.

C Actin Forms Microfilaments in Nonmuscle Cells

Although actin and myosin are most prominent in muscle, they also occur in
other tissues. In fact, actin is ubiquitous and is usually the most abundant cy-
toplasmic protein in eukaryotic cells, typically accounting for 5 to 10% of their
total protein. Nonmuscle actin forms ~70-A-diameter fibers known as micro-
filaments that can be visualized by immunofluorescence microscopy (in which
a fluorescent-tagged antibody is used to “stain” the actin to which it binds; Fig.
7-34). In nonmuscle cells, actin plays an essential role in many processes, in-
cluding changes in cell shape, cell division, endocytosis, and organelle transport.

Microfilament Treadmilling Can Mediate Locomotion. ATP—G-actin binds
to both ends of an F-actin filament but with a greater affinity for its (+) end
(hence its name). This polymerization activates F-actin subunits to hydrolyze
their bound ATP to ADP + P; with the subsequent dissociation of P; The
resulting conformation change reduces the affinity of an ADP—F-actin subunit
for its neighboring subunits relative to that of ATP-F-actin. Since F-
actin—catalyzed ATP hydrolysis occurs more slowly than actin polymerization
and F-actin’s bound nucleotide does not exchange with those in solution (its
nucleotide-binding site is blocked by its associated subunits), F-actin’s more
recently polymerized and hence predominantly ATP-containing subunits
occur largely at its (+) end, whereas its (—) end consists mainly of less re-
cently polymerized and hence predominantly ADP-containing subunits. The
lesser affinity of ADP-containing actin subunits for F-actin results in their net
dissociation from the (—) end of the polymer.

The steady state (when the microfilament maintains a constant length)
occurs when the net rate of addition of subunits at the (+) end matches the
net rate of dissociation of subunits at the (=) end. Then, subunits that have

FIG. 7-34 Actin microfilaments. The
microfilaments in a fibroblast resting on the
surface of a culture dish are revealed by
immunofluorescence microscopy using a
fluorescently labeled antibody to actin. When
the cell begins to move, the filaments
disassemble. [Courtesy of John Victor Small,
Austrian Academy of Sciences, Salzburg)]




FIG. 7-35 Microfilament treadmilling. In the steady state, actin monomers continually
add to the (+) end of the filament (/eft) but dissociate at the same rate from the (=) end
(right). The filament thereby maintains a constant length while its component monomers
translocate from left to right.

added to the (+) end move toward the (—) end where they dissociate, a process
called treadmilling (Fig. 7-35). Thus, a fluorescently labeled actin monomer
is seen to move from the (+) end of the microfilament toward its (—) end.
Treadmilling is driven by the free energy of ATP hydrolysis and hence is not
at equilibrium.

The directional growth of actin filaments exerts force against the plasma
membrane, allowing a cell to extend its cytoplasm in one direction. If the cy-
toplasmic protrusion anchors itself to the underlying surface, then the cell can
use the adhesion point for traction to advance further. In order for the cell to
crawl, however, the trailing edge of the cell must release its contacts with the
surface while newer contacts are being made at the leading edge (Fig. 7-36).
In addition, as microfilament polymerization proceeds at the leading edge, de-
polymerization must occur elsewhere in the cell, since the pool of G-actin is
limited. A variety of actin-binding proteins modulate the rate of actin depoly-
merization and repolymerization in vivo.

Actin-mediated cell locomotion, that is, amoeboid motion, is the most
primitive mechanism of cell movement. Nevertheless, virtually all eukaryotic
cells undertake some version of it, even if it involves just a small patch of actin
near the cell surface. More extensive microfilament rearrangements are essen-
tial for cells such as neutrophils (a type of white blood cell) that travel rela-
tively long distances to sites of infection or inflammation.

................................................................................................................................
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FIG. 7-36 Scanning electron micrograph of a crawling macrophage. The leading
edge of this white blood cell (top) is ruffled where it has become detached from the
surface and is in the process of extending. The cell's trailing edge or tail (bottom), which
is still attached to the surface, is gradually being pulled toward the leading edge. The
rate of actin polymerization is greatest at the leading edge. The macrophage is in the
course of engulfing Staphyloccus sp. bacteria (orange globules) by a process known as
phagocytosis. [© Eye of Science/Photo Researchers, Inc]

CHECKPOINT

* Explain how myosin structure relates to its
function as a motor protein.

e Draw a diagram of the components of a
sarcomere, including the locations of all
the proteins mentioned in the text. Which
components are globular and which are
fibrous?

* Explain the molecular basis of the sliding
filament model of muscle contraction.

+ What are the roles of Ca?* and ATP in
muscle contraction?

* Is it possible to construct a fibrous protein
from globular subunits?

» Describe the process of treadmilling in a
microfilament.

* How does a microfilament differ from the
thin filament in a myofibril?

* Describe the process of actin polymerization
and depolymerization during cell crawling.
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FIG. 7-37 Primary and secondary
immune responses. Antibodies to antigen A
appear in the blood following primary
immunization on day O and secondary
immunization on day 28. Antigen B is included in
the secondary immunization to demonstrate the
specificity of immunological memory for antigen
A. The secondary response to antigen A is both
faster and greater than the primary response.

3 Antibodies

KEY CONCEPTS

* The humoral immune response is mediated by antibodies, which include constant
domains as well as variable domains that recognize specific antigens.
* Antibody gene rearrangement and hypermutation contribute to antibody diversity.

All organisms are continually subject to attack by other organisms, including
disease-causing microorganisms and viruses. In higher animals, these
pathogens may penetrate the physical barrier presented by the skin and mu-
cous membranes (a first line of defense) only to be identified as foreign in-
vaders and destroyed by the immune system. Two types of immunity have
been distinguished:

1. Cellular immunity, which plays a role in fighting most pathogens and
is particularly effective at eliminating virally infected cells, is mediated by
T lymphocytes or T cells, so called because they mature in the thymus.
2. Humoral immunity (bumor is an archaic term for fluid), which is most
effective against bacterial infections and the extracellular phases of viral
infections, is mediated by an enormously diverse collection of related
proteins known as antibodies or immunoglobulins. Antibodies are
produced by B lymphocytes or B cells, which in mammals mature in

the bone marrow.

In this section we focus on the structure, function, and generation of antibodies.

The immune response is triggered by the presence of a foreign macromolecule,
often a protein or carbohydrate, known as an antigen. B cells display immunoglob-
ulins on their surfaces. If a B cell encounters an antigen that binds to its par-
ticular immunoglobulin, it engulfs the antigen—antibody complex, degrades i,
and displays the antigen fragments on the cell surface. T cells then stimulate the
B cell to proliferate. Most of the B cell progeny are circulating cells that secrete
large amounts of the antigen-specific antibody. These antibodies can bind to ad-
ditional antigen molecules, thereby marking them for destruction by other com-
ponents of the immune system. Although most B cells live only a few weeks
unless stimulated by their corresponding antigen, a few long-lived memory B
cells can recognize antigen several months or even many years later and can
mount a more rapid and massive immune response (called a secondary response)
than B cells that have not yet encountered their antigen (Fig. 7-37).

A Antibodies Have Constant and Variable Regions

The immunoglobulins form a related but enormously diverse group of
proteins. All immunoglobulins contain at least four subunits: two identical
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~23-kD light chains (L) and two identical 53- to 75-kD heavy chains
(H). These subunits associate by disulfide bonds and by noncovalent inter-
actions to form a roughly Y-shaped symmetric molecule with the formula

(LH), (Fig. 7-38).

The five classes of immunoglobulin (Ig) differ in the type of heavy chain
they contain and, in some cases, in their subunit structure (Table 7-2). For
example, IgM consists of five Y-shaped molecules arranged around a central
J subunit; IgA occurs as monomers, dimers, trimers, and tetramers. The var-
ious immunoglobulin classes also have different physiological functions. IgM
is most effective against microorganisms and is the first immunoglobulin to
be secreted in response to an antigen. IgG, the most common immunoglob-
ulin, is equally distributed between the blood and the extravascular fluid.
IgA occurs predominantly in the intestinal tract and defends against
pathogens by adhering to their antigenic sites so as to block their attach-
ment to epithelial (outer) surfaces. IgE, which is normally present in the
blood in minute concentrations, protects against parasites and has been im-
plicated in allergic reactions. IgD, which is also present in small amounts,
has no clearly known function. Our discussion of antibody structure will fo-

cus on IgG.

IgG can be cleaved through limited proteolysis with the enzyme papain into
three ~50-kD fragments: two identical Fab fragm
The Fab fragments are the “arms” of the Y-shaped antibody and contain an en-

ents and one Fc fragment.

TABLE 7-2 Classes of Human Immunoglobulins

Heavy Light Molecular
Class Chain Chain Subunit Structure Mass (kD)
IgA a K or \ (05K3),,J7 or (a\,), ] 180-720
Igh d K or A 8,K, or 3y, 160
IgE e K or A €5K5 OF €50\, 190
Ing K or A VaKo OF Yo, 150
IgM n K or A (M2K2)s] or (aNy)s] 950

“n=1,2,3, or 4.

bIgG has four subclasses, IgG1, IgG2, IgG3, and IgG4, which differ in their vy chains.
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FIG. 7-38 X-Ray structure of an antibody.
The protein is shown in ribbon form with its two
heavy chains gold and cyan and its two light
chains both magenta. Its two identical
carbohydrate chains are drawn in space-filling
form with C green, N blue, and O red. The
antigen-binding sites are located at the ends of
the two approximately horizontal Fab arms
formed by the association of the light chains
with the heavy chains. This particular antibody
recognizes canine lymphoma (a type of cancer)
and is therapeutically useful against it. [Based on
an X-ray structure by Alexander McPherson,
University of California at Irvine. PDBid

11GT] € See Interactive Exercise 3.

2| How many discrete protein domains are
visible in this model?
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FIG. 7-39 Diagram of human
immunoglobulin G (IgG). Each light chain
contains a variable (V) and a constant (C,)
region, and each heavy chain contains one
variable (Vi) and three constant (Cy1, C2, and
Cn3) regions. Each of the variable and constant
domains contains a disulfide bond, and the four
polypeptide chains are linked by disulfide bonds.
Hypervariable loops, three in each variable
domain (fuzzy lines), determine antigen specificity.
The proteolytic enzyme papain cleaves IgG at
the hinge region to yield two Fab fragments and
one Fc fragment. CHO represents carbohydrate
chains. [lllustration, Irving Geis. Image from Irving
Geis Collection/Howard Hughes Medical
Institute. Rights owned by HHMI. Reproduction
by permission only.]
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tire L chain and the N-terminal half of an H chain (Fig. 7-39). These fragments
contain IgG’s antigen-binding sites (the “ab” in Fab stands for antigen é4inding).
The Fc portion (“c” because it crystallizes easily) derives from the “stem” of the
antibody and consists of the C-terminal halves of two H chains. The arms of the
Y are connected to the stem by a flexible hinge region. The hinge angles may
vary, so an antibody molecule may not be perfectly symmetrical (e.g., Fig. 7-38).

Although all IgG molecules have the same overall structure, IgGs that rec-
ognize different antigens have different amino acid sequences. The light chains
of different antibodies differ mostly in their N-terminal halves. These polypep-
tides are therefore said to have a variable region, Vy (residues 1 to ~108), and
a constant region, Cy, (residues 109 to 214). Comparisons of H chains, which
have ~446 residues, reveal that H chains also have a variable region, Vg, and
a constant region, Cy. As indicated in Fig. 7-39, the Cy region consists of
three ~110-residue segments, Cygl, Cy2, and Cyx3, which are homologous to
each other and to C;. In fact, all the constant and variable regions resemble
each other in sequence and in disulfide-bonding pattern. These similarities sug-
gest that the six different homology units of an IgG evolved through the du-
plication of a primordial gene encoding an ~110-residue protein.

B Antibodies Recognize a Huge Variety of Antigens

The immunoglobulin homology units all have the same characteristic
immunoglobulin fold: a sandwich composed of three- and four-stranded an-
tiparallel 3 sheets that are linked by a disulfide bond (Fig. 6-294). Nevertheless,
the basic immunoglobulin structure must accommodate an enormous variety of
antigens. The ability to recognize antigens resides in three loops in each variable
domain (Fig. 7-40). Most of the amino acid variation among antibodies is con-
centrated in these three short segments, called hypervariable sequences. As hy-
pothesized by Elvin Kabat, the hypervariable sequences line an immunoglobulin’s
antigen-binding site, so that their amino acids determine its binding specificity.

Scientists have determined the X-ray structures of Fab fragments from
monoclonal antibodies (Box 7-5) and monospecific antibodies isolated from



Hypervariable

Constant domain

patients with multiple myeloma (a disease in which a cancerous B cell pro-
liferates and produces massive amounts of a single immunoglobulin;
immunoglobulins purified from ordinary blood are heterogeneous and hence
cannot be used for detailed structural studies). As predicted by the positions
of the hypervariable sequences, the antigen-binding site is located at the tip
of each Fab fragment in a crevice between its Vi and Vy domains.

The association between antibodies and their antigens involves van der
Waals, hydrophobic, hydrogen bonding, and ionic interactions. Their dissoci-
ation constants range from 10~ % to 107'° M, comparable (or even greater)
in strength to the associations between enzymes and their substrates. The speci-
ficity and strength of an antigen—antibody complex are a function of the
exquisite structural complementarity between the antigen and the antibody
(e.g., Fig. 7-41). These are also the features that make antibodies such useful
laboratory reagents (Fig. 5-3, for example).

Most immunoglobulins are divalent molecules; that is, they can bind two
identical antigens simultaneously (IgM and IgA are multivalent). A foreign
substance or organism usually has multiple antigenic regions, and a typical im-
mune response generates a mixture of antibodies with different specificities.
Divalent binding allows antibodies to cross-link antigens to form an extended
lattice (Fig. 7-42), which hastens the removal of the antigen and triggers B
cell proliferation.

Antibody Diversity Results from Gene Rearrangement and Mutation. A
novel antigen does not direct a B cell to begin manufacturing a new im-
munoglobulin to which it can bind. Rather, an antigen stimulates the prolifer-
ation of a preexisting B cell whose antibodies happen to recognize the antigen. The
immune system has the potential to produce an enormous number of differ-
ent antibodies, probably >10'®. Even though this number is so large that an
individual can synthesize only a small fraction of its potential immunoglobu-
lin repertoire during its lifetime, this fraction is still sufficient to react with
almost any antigen the individual might encounter. Yet the number of
immunoglobulin genes is far too small to account for the observed level of an-
tibody diversity. The diversity in antibody sequences arises instead from ge-
netic changes during B lymphocyte development.

Each chain of an immunoglobulin molecule is encoded by multiple DNA
segments: V, J, and C segments for the light chains, and V, D, ], and C seg-
ments for heavy chains. These segments are joined together by somatic

FIG. 7-42 Antigen cross-linking by antibodies. A mixture of divalent antibodies that
recognizes the several different antigenic regions of an intruding particle such as a toxin
molecule or a bacterium can form an extensive lattice of antigen and antibody molecules.
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FIG. 7-40 Immunoglobulin folds in a light
chain. Both the constant and variable domains
consist of a sandwich of a four-stranded
antiparallel B sheet (blue) and a three-stranded
antiparallel B sheet (orange) that are linked by a
disulfide bond (yellow). The positions of the
three hypervariable sequences in the variable
domain are indicated. [After Schiffer, M., Girling,
RL, Ely, KR, and Edmundson, AB., Biochemistry
12, 4628 (1973))]

FIG. 7-41

Interaction between an antigen
and an antibody. This X-ray structure shows a
portion of the solvent-accessible surface of a
monoclonal antibody Fab fragment (green) with a
stick model of a bound nine-residue fragment of
its peptide antigen (favender). [Courtesy of lan
Wilson, The Scripps Research Institute, La Jolla,
California. PDBid THMM.]
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Box 7-5 Perspectives
in Biochemistry

Monoclonal Antibodies

Introducing a foreign molecule into an animal induces the synthe-
sis of large amounts of antigen-specific but heterogeneous anti-
bodies. One might expect that a single lymphocyte from such an

animal could be cloned (allowed to reproduce) to yield a harvest [ §7

of homogeneous immunoglobulin molecules. Unfortunately, lym- J 7 )
phocytes do not grow continuously in culture. In the late 1970s, o
however, César Milstein and Georges Kohler developed a tech- <

nique for immortalizing such cells so that they can grow continu-
ously and secrete virtually unlimited quantities of a specific
antibody. Typically, lymphocytes from a mouse that has been im-
munized with a particular antigen are harvested and fused with
mouse myeloma cells (a type of blood system cancer), which can
multiply indefinitely (see figure). The cells are then incubated in a
selective medium that inhibits the synthesis of purines, which are
essential for myeloma growth [the myeloma cells lack the enzyme
hypoxanthine phosphoribosyl transferase (HPRT), which could
otherwise participate in a purine nucleotide salvage pathway;
Section 23-1D]. The only cells that can grow in the selective
medium are fused cells, known as hybridoma cells, that combine
the missing HPRT (it is supplied by the lymphocyte) with the

o
B>

Mutant mouse myeloma
cells unable to grow in
selective medium

Some mouse lymphocytes
from spleen (blue) make
antibody to X

Mix and fuse cells, transfer
to selective medium

immortal attributes of the myeloma cells. Clones derived from
single fused cells are then screened for the presence of antibod-
ies to the original antigen. Antibody-producing cells can be grown
in large quantities in tissue culture or as semisolid tumors in
mouse hosts.

Monoclonal antibodies are used to purify macromolecules
(Section 5-2), to identify infectious diseases, and to test for the
presence of drugs and other substances in body tissues. Because

O X0 O

Unfused cells die

OO
Hybridomas grow
(purple cells make
antibodies to X)

Culture single cells in

of their purity and specificity and, to some extent, their biocompat-
ibility, monoclonal antibodies also hold considerable promise as
therapeutic agents against cancer and other diseases. In fact, the
monoclonal antibody known as Herceptin binds specifically to

the growth factor receptor HER2 that is overexpressed in about
one-quarter of breast cancers. Herceptin binding to HER2 blocks
its growth-signaling activity, thereby causing the tumor to stop
growing or even regress.

Other monoclonal antibodies have been developed to bind to
and interfere with components of the inflammatory response in
order to treat the symptoms of diseases such as rheumatoid
arthritis. In some cases, these “biologic” drugs have been geneti-
cally engineered to make them less mouselike and more human-
like and therefore less likely to be recognized and rejected as
foreign by the patient's own immune system.

separate wells

Test each well for
antibody to X

recombination during B cell development before being transcribed and trans-
lated into protein. The process is called somatic (Greek: soma, body) to dis-
tinguish it from the recombination that occurs in reproductive cells. Because
there are multiple versions of the V, D, ], and C segments in the genome, the
combinatorial possibilities are enormous. In addition, the recombination
process sometimes adds or deletes nucleotides at the junctions between gene
segments, further contributing to the diversity of the encoded protein. The
generation of antibody diversity is further discussed in Section 28-3D.
Additional changes can occur after a B cell has encountered its antigen and
begun secreting antibody molecules. As the antibody-producing B cells divide,
their rate of immunoglobulin gene mutation increases dramatically, favoring the
substitution of one nucleotide for another and leading to an average of one
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TABLE 7-3 Some Antibody-Mediated Autoimmune Diseases

Disease Target Tissue Major Symptoms

.y .
gl
Addison’s disease Adrenal cortex Low blood glucose, muscle weakness, Na™ loss,
+ A . e
K™ retention, increased susceptibility to stress

Graves disease Thyroid gland Opversecretion of thyroid hormone resulting in
increased appetite accompanied by weight loss

Insulin-dependent diabetes mellitus Pancreatic 3 cells Loss of ability to make insulin
Myasthenia gravis Acetylcholine receptors at nerve-muscle Progressive muscle weakness
synapses
Rheumatoid arthritis Connective tissue Inflammation and degeneration of the joints
Systemic lupus erythematosus DNA, phospholipids, other tissue Rash, joint and muscle pain, anemia, kidney
components damage, mental dysfunction

amino acid change for every cell generation. This process, which is called
somatic hypermutation, permits the antigen specificity of the antibody to be
fine-tuned over many cell generations, because the rate of B cell proliferation
increases with the antigen-binding affinity of the antibody it produces.

The Immune System Loses Its Tolerance in Autoimmune Diseases.

Another remarkable property of the immune system is that its power is un-
leashed only against foreign substances and not against any of the tens of thou-
sands of endogenous (self) molecules of various sorts. Virtually all
macromolecules are potentially antigenic, as can be demonstrated by trans-
planting tissues from one individual to another, even within a species. This
incompatibility presents obvious challenges for therapies ranging from routine
blood transfusions to organ transplants.

The mechanism whereby an individual’s immune system distinguishes self
from non-self is not completely understood but includes the elimination of self-
reactive B and T cells before they are fully mature. Self-tolerance begins to de-
velop around the time of birth and must be ongoing, since new lymphocytes
arise throughout an individual’s lifetime. Occasionally, the immune system loses
tolerance to some of its self-antigens, resulting in an autoimmune disease.

All the body’s organ systems are theoretically susceptible to attack by an
immune system that has lost its self-tolerance, but some tissues are attacked
more often than others. Some of the most common antibody-mediated
autoimmune diseases are listed in Table 7-3 (other autoimmune diseases re-
sult mainly from inappropriate T cell activation). The symptoms of a particu-
lar disease reflect the type of tissue with which the autoantibodies react or, in
the case of systemic diseases, the accumulation of antigen—antibody complexes
in multiple locations. In general, autoimmune diseases are chronic, often with
periods of remission, and their clinical severity may differ among individuals.

The loss of tolerance to one’s own antigens may result from an innate mal- CHECKPOINT
functioning of the mechanism by which the immune system distinguishes self oo s
from non-self, possibly precipitated by an event, such as trauma or infection,

*  Without looking at Fig. 7-39, draw a diagram
of an IgG molecule and identify the heavy

in which tissues that are normally sequestered from the immune system are and light chains, the constant and variable
exposed to lymphocytes. For example, breaching the blood—brain barrier may domains, and the antigen-binding site(s).
allow lymphocytes access to the brain or spinal cord, and injury may allow ac- . Eyplain how a single human can poten-
cess to the spaces at joints, which are not normally served by blood vessels. tially generate billions of different antibody
There is also evidence that some autoimmune diseases are caused by antibod- molecules.

ies to certain viral or bacterial antigens that cross-react with endogenous sub- « \What are some factors that might con-
stances because of chance antigenic similarities. Some diseases, such as systemic tribute to the development of an auto-
lupus erythematosus, represent a more generalized breakdown of the immune immune disease?

system, so that antibodies to many endogenous substances (e.g., DNA and « Why do the symptoms of an autoimmune
phospholipids) may be generated. disease often differ between individuals?
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1 Oxygen Binding to Myoglobin and Hemoglobin

Myoglobin, a monomeric heme-containing muscle protein,
reversibly binds a single O, molecule.

Hemoglobin, a tetramer with pseudo-D, symmetry, has distinctly
different conformations in its oxy and deoxy states.

Oxygen binds to hemoglobin in a sigmoidal fashion, indicating
cooperative binding.

O, binding to a heme group induces a conformational change in
the entire hemoglobin molecule that includes movements at the
subunit interfaces and the disruption of ion pairs. The result is a
shift from the T to the R state.

CO, promotes O, dissociation from hemoglobin through the
Bohr effect. BPG decreases hemoglobin’s O, affinity by binding
to deoxyhemoglobin.

The symmetry and sequential models of allosterism explain how
binding of a ligand at one site affects binding of another ligand
at a different site.

Hemoglobin variants have revealed structure—function relation-
ships. Hemoglobin S produces the symptoms of sickle-cell anemia
by forming rigid fibers in its deoxy form.

Key Terms

2 Muscle Contraction

* The thick filaments of a sarcomere are composed of the motor pro-
tein myosin and the thin filaments are composed mainly of actin.

* The heads of myosin molecules in thick filaments form bridges to
actin in thin filaments such that the detachment and reattachment
of the myosin heads cause the thick and thin filaments to slide
past each other during muscle contraction. The contractile force
derives from conformational changes in myosin that are triggered

by ATP hydrolysis.

¢ In nonmuscle cells, actin forms microfilaments, which are com-
ponents of the cytoskeleton. Microfilaments are dynamic struc-
tures whose growth and regression are responsible for certain types
of cell movement.

3 Antibodies

* The immune system responds to foreign macromolecules through
the production of antibodies (immunoglobulins).

* The Y-shaped IgG molecule consists of two heavy and two light
chains. The two antigen-binding sites are formed by the hyper-
variable sequences in the variable domains at the ends of a heavy
and a light chain.

* Antibody diversity results from somatic recombination during B
cell development and from somatic hypermutation.
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Problems

1.

2.

10.

11.

Estimate K from the following data describing ligand binding to
a protein.

[Ligand] (mM) Y

0.25 0.30
0.5 0.45
0.8 0.56
1.4 0.66
2.2 0.80
3.0 0.83
4.5 0.86
6.0 0.93

Which set of binding data is likely to represent cooperative
ligand binding to an oligomeric protein?

(a) [Ligand] (mM) Y (b) [Ligand] (mM) Y
0.1 0.3 0.2 0.1
0.2 0.5 0.3 0.3
0.4 0.7 0.4 0.6
0.7 0.9 0.6 0.8

. In active muscles, the pO, may be 10 torr at the cell surface and

1 torr at the mitochondria (the organelles where oxidative
metabolism occurs). Use Eq. 7-6 to show how myoglobin
(pso = 2.8 torr) facilitates the diffusion of O, through these cells.

. If myoglobin had the same psy value as hemoglobin, how well

would it facilitate O, diffusion under the conditions described in
Problem 3?

. Use Eq. 7-8 to estimate the fractional saturation of hemoglobin

when pO, is (a) 20 torr, (b) 40 torr, and (c) 60 torr.

. Calculate the pso value for hemoglobin if Y5, = 0.82 when

20, = 25 torr.

. Drinking a few drops of a commercial preparation called

“vitamin O,” which consists of oxygen and sodium chloride dis-
solved in water, is claimed to increase the concentration of oxy-
gen in the body. (a) Use your knowledge of oxygen transport to
evaluate this claim. (b) Would vitamin O be more or less effec-
tive if it were infused directly into the bloodstream?

. Explain why long-distance runners prefer to train at high altitude

even when the race is to be held at sea level. Why must the run-
ners spend more than a day or two at the higher elevation?

. Some primitive animals have a hemoglobin that consists of two

identical subunits. Sketch an oxygen-binding curve for this protein.

What is the likely range of the Hill constant for the hemoglobin
described in Problem 9?

In humans, the urge to breathe results from high concentrations
of CO, in the blood; there are no direct physiological sensors of
blood pO,. Skindivers often hyperventilate (breathe rapidly and
deeply for several minutes) just before making a dive in the be-
lief that this will increase the O, content of their blood. (a) Does
it do so? (b) Use your knowledge of hemoglobin function to eval-
uate whether this practice is useful.

13.

14.

15.

16.

17.
18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

28.

. The crocodile, which can remain under water without breathing

for up to 1 h, drowns its air-breathing prey and then dines at its
leisure. An adaptation that aids the crocodile in doing so is that
it can utilize virtually 100% of the O, in its blood whereas hu-
mans, for example, can extract only ~65% of the O, in their
blood. Crocodile Hb does not bind BPG. However, crocodile
deoxyHb preferentially binds HCO5; . How does this help the
crocodile obrtain its dinner?

Is the pso higher or lower than normal in (a) hemoglobin Yakima
and (b) hemoglobin Kansas? Explain.

In hemoglobin Rainier, Tyr 1458 is replaced by Cys, which forms
a disulfide bond with another Cys residue in the same subunit.
This prevents the formation of ion pairs that normally stabilize
the T state. How does hemoglobin Rainier differ from normal
hemoglobin with respect to (a) oxygen affinity, (b) the Bohr
effect, and (c) the Hill constant?

Hemoglobin S homozygotes who are severely anemic often have el-
evated levels of BPG in their erythrocytes. Is this a beneficial effect?

In the variant hemoglobin C, glutamate at position 6 of the
B chain has been replaced with lysine. (a) Would you expect this
mutant hemoglobin to polymerize as hemoglobin S does? (b) Red
blood cells containing hemoglobin C have a shorter lifespan than
red blood cells containing normal hemoglobin. How might this
affect a person’s resistance to malaria?

Is myosin a fibrous protein or a globular protein? Explain.

In striated muscle, cells undergo mitosis (nuclear division) with-
out cytokinesis (cellular division), giving rise to large multinucle-
ate cells. Explain why muscle cells would be less effective if
cytokinesis occurred with every round of mitosis.

A myosin head can undergo five ATP hydrolysis cycles per sec-
ond, each of which moves an actin monomer by ~100 A. How
is it possible for an entire sarcomere to shorten by 1000 A in this
same period?

Rigor mortis, the stiffening of muscles after death, is caused by
depletion of cellular ATP. Describe the molecular basis of rigor.

Explain why a microfilament is polar whereas a filament of keratin
is not.

Cells contain an assortment of proteins that promote microfila-
ment disassembly during cell shape changes. How can such pro-
teins distinguish newly synthesized microfilaments from older
microfilaments?

Give the approximate molecular masses of an immunoglobulin G
molecule analyzed by (a) gel filtration chromatography, (b) SDS-
PAGE, and (c) SDS-PAGE in the presence of 2-mercaptoethanol.

Many fish produce a tetrameric IgM. If each H chain has a mass
of 70 kD, each light chain has a mass of 25 kD, and each ] chain
has a mass of 15 kD, what is the approximate mass of the IgM
molecule?

Explain why the variation in Vi and Vy domains of
immunoglobulins is largely confined to the hypervariable loops.

How many hypervariable loops are present in (a) IgG and (b) IgM?

Why do antibodies raised against a native protein sometimes fail
to bind to the corresponding denatured protein?

Antibodies raised against a macromolecular antigen usually produce
an antigen—antibody precipitate when mixed with that antigen.
Explain why no precipitate forms when (a) Fab fragments from
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those antibodies are mixed with the antigen; (b) antibodies raised
against a small antigen are mixed with that small antigen; and (c)
the antibody is in great excess over the antigen and vice versa.

29. Some bacteria produce proteases that can cleave the hinge region
of IgA molecules without affecting antigen binding. Explain why
these proteases would give the bacteria a better chance of start-
ing an infection.

30. Individuals with systemic lupus erythematosus (SLE) produce an-
tibodies to DNA and phospholipids. (a) Explain why normal in-
dividuals do not make antibodies to these substances. (b) During
a normal response to a viral or bacterial infection, the immune sys-
tem produces large amounts of antigen-specific antibodies, and the
resulting antigen—antibody complexes are subsequently removed
from the circulation and degraded. Explain why antigen—antibody
complexes accumulate in the tssues of individuals with SLE.

CASE STUDIES

Case 8 Hemoglobin, the Oxygen Carrier

Focus concept: A mutation in the gene for hemoglobin results in
an altered protein responsible for the disease sickle-cell anemia.
An understanding of the biochemistry of the disease may suggest
possible treatments.

www.wiley.com/college/voet

Prerequisite: Chapter 7
* Hemoglobin structure and function
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(a) Look up information about
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toms? How do the symptoms of thalassemias differ? Which hemo-
globin variants appear to offer a selective advantage under certain
conditions? (b) In addition to myosin, which interacts with actin fil-
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effective in preventing disease?

Actin and Myosin

Cooper, J.A. and Schafer, D.A., Control of actin assembly and disassem-
bly at filament ends, Curr. Opin. Cell Biol. 12, 97-103 (2000). [Pro-
vides an overview of the principles of microfilament dynamics and
some of the key protein players.]

Craig, R. and Woodhead, J.L., Structure and function of myosin fila-
ments, Curr. Opin. Struct. Biol. 16, 204-212 (2006). [Includes de-
tails of myosin and thick filament structure, including its
arrangement in the sarcomere.]

Dominguez, R. and Holmes, K.C., Actin structure and function, Annu.
Rev. Biophys. 40, 169-186 (2011).

Reisler, E. and Egelman, E.H., Actin structure and function: what we still
do not understand, /. Biol. Chem. 282, 36133-36137 (2007). [Sum-
marizes some areas of research on actin structure and its assembly
into filaments.]

Schliwa, M. and Woehlke, G., Molecular motors, Nature 422, 759—765
(2003). [Includes reviews of myosin and other motor proteins.]
Spudich, J.A., The myosin swinging cross-bridge model, Nazure Rev. Mol.
Cell Biol. 2, 387-391 (2001). [Summarizes the history and current

state of models for myosin action.]

Antibodies

Davies, D.R. and Cohen, G.H., Interactions of protein antigens with an-
tibodies, Proc. Natl. Acad. Sci. 93, 7-12 (1996).

Harris, L.]J., Larson, S.B., Hasel, K.W., Day, J., Greenwood, A., and
McPherson, A., The three-dimensional structure of an intact mon-
oclonal antibody for canine lymphoma, Nature 360, 369-372
(1992). [The first high-resolution X-ray structure of an intact IgG.]

Marrack, P, Kappler, J., and Kotzin, B.L., Autoimmune disease: why and
where it occurs, Nature Med. 7, 899-905 (2001).

Murphy, K., Janeways Immunobiology (8th ed.), Garland Science (2012).



Approximately half the dry mass of corn (maize) kernels is starch, a polysaccharide
that is broken down to glucose during digestion. Starch, along with the indigestible
polysaccharide cellulose, is also the starting material for production of the biofuel
ethanol. [© Sharon Dominick/iStockphoto]

Carbohydrates or saccharides (Greek: sakcharon, sugar) are the most abun-
dant biological molecules. They are chemically simpler than nucleotides or
amino acids, containing just three elements—carbon, hydrogen, and
oxygen—combined according to the formula (C + H,0),, where » = 3. The
basic carbohydrate units are called monosaccharides. There are numerous dif-
ferent types of monosaccharides, which, as we discuss below, differ in their
number of carbon atoms and in the arrangement of the H and O atoms at-
tached to the carbons. Furthermore, monosaccharides can be strung together
in almost limitless ways to form polysaccharides.

Until the 1960s, carbohydrates were thought to have only passive roles as
energy sources (e.g., glucose and starch) and as structural materials (e.g., cellu-
lose). Carbohydrates, as we will see, do not catalyze complex chemical reactions
as do proteins, nor do carbohydrates replicate themselves as do nucleic acids.
And because polysaccharides are not built according to a genetic “blueprint,” as
are nucleic acids and proteins, they tend to be much more heterogeneous—both
in size and in composition—than other biological molecules.

However, it has become clear that the innate structural variation in car-
bohydrates is fundamental to their biological activity. The apparently haphaz-
ard arrangements of carbohydrates on proteins and on the surfaces of cells are
the key to many recognition events between proteins and between cells. An
understanding of carbohydrate structure, from the simplest monosaccharides
to the most complex branched polysaccharides, is essential for appreciating the
varied functions of carbohydrates in biological systems.

1 Monosaccharides
A Monosaccharides Are Aldoses or Ketoses

B Monosaccharides Vary in Configuration and
Conformation
C Sugars Can Be Modified and Covalently Linked

2 Polysaccharides
A Lactose and Sucrose Are Disaccharides
B Cellulose and Chitin Are Structural
Polysaccharides
C Starch and Glycogen Are Storage
Polysaccharides
D Glycosaminoglycans Form Highly Hydrated Gels

3 Glycoproteins
A Proteoglycans Contain Glycosaminoglycans
B Bacterial Cell Walls Are Made of Peptidoglycan
C Many Eukaryotic Proteins Are Glycosylated
D Oligosaccharides May Determine Glycoprotein
Structure, Function, and Recognition
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Chapter 8 Carbohydrates

1 Monosaccharides
‘KEY CONCEPTS

* The smallest sugars are aldoses or ketoses with the formula (C - H,O),.

* Monosaccharides cyclize to form a or B anomers.

¢ The derivatives of monosaccharides include the aldonic acids, uronic acids,
alditols, deoxy sugars, and amino sugars.

* Monosaccharides can be linked to each other or to other molecules by glycosidic
bonds.

* Monosaccharides, or simple sugars, are synthesized from smaller precursors that
are ultimately derived from CO, and H,O by photosynthesis.

A Monosaccharides Are Aldoses or Ketoses

Monosaccharides are aldehyde or ketone derivatives of straight-chain polyhydroxy
alcohols containing at least three carbon atoms. They are classified according to
the chemical nature of their carbonyl group and the number of their C atoms.
If the carbonyl group is an aldehyde, the sugar is an aldose. If the carbonyl
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D-Allose D-Altrose D-Glucose D-Mannose D-Gulose D-Idose D-Galactose p-Talose

(Gle) (Man) (Gal)
FIG. 8-1 The p-aldoses with three to six carbon atoms. The members of each pair of monosaccharides. The L counterparts of

arrows indicate stereochemical relationships (not biosynthetic
pathways). The configuration around C2 (red) distinguishes the

these 15 sugars are their mirror images. The biologically most
common aldoses are boxed.



group is a ketone, the sugar is a ketose. The smallest monosaccharides, those
with three carbon atoms, are trioses. Those with four, five, six, seven, etc.

C atoms are, respectively, tetroses, pentoses, hexoses, heptoses, ctc.
The aldohexose D-glucose has the formula (C - H,O)q:

0\\ ,H

C

5l
H—Cll—OH

HO—3(|3—H

H—4(|Z‘ —O0H
H—5(|3 —OH
SCH,0H
D-Glucose

All but two of its six C atoms, C1 and C6, are chiral centers, so D-glu-
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Section 1 Monosaccharides

(|3H20H
Cc=0
CH,OH

Dihydroxyacetone

C|)H2OH

C=0

H(llOH

CH,0OH
D-Erythrulose

e

cose is one of 2% = 16 possible stereoisomers. The stereochemistry and (|3H20H
nomenclature of the D-aldoses are presented in Fig. 8-1. The assignment C=0
of D or L is made according to the Fischer convention (Section 4-2): » |
sugars have the same absolute configuration at the asymmetric center farthest H(|:OH
from their carbonyl group as does D-glyceraldehyde (i.e., the —OH at C5 of |HCOH
D-glucose is on the right in a Fischer projection). The L sugars are the mir- (|JH20H
ror images of their D counterparts. Because L sugars are biologically much D Ribulose
less abundant than D sugars, the D prefix is often omitted.

Sugars that differ only by the configuration around one C atom / \
are known as epim'ers of one another. Thus, D-glucose and D-man- CH,OH CH,OH
nose are epimers with respect to C2. The most common aldoses in- I I
clude the six-carbon sugars glucose, mannose, and galactose. The C=0 C|=O
pentose ribose is a component of the ribonucleotide residues of  wHCOH HOCH
RNA. The triose glyceraldehyde occurs in several metabolic path- H(lj oH H(lJ oH
ways. [ [

The most common ketoses are those with their ketone function H?OH H(EOH
at C2 (Fig. 8-2). The position of their carbonyl group gives ketoses one CH,0H CH,OH
less asymmetric center than their isomeric aldoses, so a ketohexose has | p. o ma e

only 2% =8 possible stereoisomers (4 D sugars and 4 L sugars).
The most common ketoses are dihydroxyacetone, ribulose, and
fructose, which we will encounter in our studies of metabolism.

B Monosaccharides Vary in Configuration and Conformation

N

CH,OH
¢—o
HO(le
HC|JOH
(|3H2OH

D-Xylulose

N

(I:HZOH (|3H20H
c=0 ?=o
HOCIH

HO(ll‘H
HC|JOH

HéOH
HO(|3H
HCIIOH
CllHQOH

D-Sorbose

CH,OH

D-Tagatose

FIG. 8-2 The p-ketoses with three to six
carbon atoms. The configuration around C3
(red) distinguishes the members of each pair.
The biologically most common ketoses are

boxed.

Alcohols react with the carbonyl groups of aldehydes and ketones to form |1| What is the number of L-ketoses?

hemiacetals and hemiketals, respectively:

/H R—O\ /H

R—OH + R’—C\ = AN
R OH
Alcohol Aldehyde Hemiacetal
/R” R—O\ /R"

— — C

R—OH + R C\\ S /N
o R OH

Alcohol Ketone Hemiketal

The hydroxyl and either the aldehyde or the ketone functions of monosaccha-
rides can likewise react intramolecularly to form cyclic hemiacetals and
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FIG. 8-3 Cyclization of glucose and fructose. (a) The linear form of p-glucose
yielding the cyclic hemiacetal B-p-glucopyranose. (b) The linear form of p-fructose yielding
the hemiketal B-p-fructofuranose. The cyclic sugars are shown as both Haworth projections
and in stick form embedded in their semitransparent space-filling models with C green, H
white, and O red.

“?| In a Haworth projection, which hydroxyl groups correspond to the hydroxyl
groups on the left in a Fischer projection?

hemiketals (Fig. 8-3). The configurations of the substituents of each carbon
atom in these sugar rings are conveniently represented by their Haworth pro-
jections, in which the heavier ring bonds project in front of the plane of the
paper and the lighter ring bonds project behind it.

A sugar with a six-membered ring is known as a pyranose in analogy with
pyran (ar left), the simplest compound containing such a ring. Similarly, sug-
ars with five-membered rings are designated furanoses in analogy with furan
(at left). The cyclic forms of glucose and fructose with six- and five-membered
rings are therefore known as glucopyranose and fructofuranose, respectively.

Cyclic Sugars Have Two Anomeric Forms. When a monosaccharide cy-
clizes, the carbonyl carbon, called the anomeric carbon, becomes a chiral
center with two possible configurations. The pair of stereoisomers that dif-
fer in configuration at the anomeric carbon are called anomers. In the
o anomer, the OH substituent of the anomeric carbon is on the opposite
side of the sugar ring from the CH,OH group at the chiral center that desig-
nates the D or L configuration (C5 in hexoses). The other form is known as
the B anomer (Fig. 8-4).

The two anomers of D-glucose have slightly different physical and chem-
ical properties, including different optical rotations (Section 4-2). The anomers
[reely interconvert in aqueous solution, so at equilibrium, D-glucose is a mixture
of the B anomer (63.6%) and the o anomer (36.4%). The linear form is nor-
mally present in only minute amounts.

Sugars Can Adopt Different Conformations. A given hexose or pentose can
assume pyranose or furanose form